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AnayopeUeTal n avtypadr, amobrkeuon Kat Slavoun tng mapovoag epyooiag, € oAokApou
N TUAUATOG QUTAG, VL0 EUTIOPLKO OKOTO. Emutpémetal n avatunmwon, amobrnkeuon Kot
Slovopn yla okomo pn KePOOOKOTIKO, €KMALOEUTIKAG N €peuvnTIKAG $puong, umod TNV
npoUnobeon va avadEpetal n mnyn MPOEAEUONG Kal va Slatnpeital To mapov UAVUUA.
Epwtipata mou adopolv tTn Xprion TnG £pyaciog yla KEPSOOKOTILKO OKOTO TIPETEL va
aneuBuvovtal mpoc Tov cuyypadEéa.

OL amoYPELg KOL TO CUUIEPACUATA TIOU TIEPLEXOVTOL O aUTO To €yypado ekppalouv Tov

ouyypadEa KoL Sev PEMEL va EpUNVEUTEL OTL ekdpalouV TIG emionpeg B€oelg tou A.M.0.



ABSTRACT

In this work, we compare different methods for keyword extraction and text clustering
using the Bag of Words (BoW) and the Graph of Words (GoW) models, along with their
extension in image representation. For that purpose we provide the necessary background
from the graph theory and community detection approaches. Firstly, we introduce the basic
concepts from graph theory, such as centrality measures and community detection
approaches, which are used to represent a multimedia item (text or image) into a vector or
a graph representation. Moreover, we discuss the GoW model and how text is represented
as a graph. Furthermore, we introduce the construction of a visual vocabulary using a graph
of visual words, in analogy to the graph of words in text modeling. We apply these models
in text/image collections, in order to examine which method is more effective in real data.
We evaluate the BoW and the GoW models in keyword extraction from text. Then, we
compare popular clustering methods in public datasets with news articles. Moreover, we
compare the proposed Graph of Visual Words (GoVW) model with the Bag of Visual Words
(BoVW) model in image collections, where we observe that NMI score increases by 6.68%
and 16.11% in both of datasets, using GoVW model. Finally, we demonstrate a qualitative

comparison in results of images clustering in order to visualize the results.

KEY WORDS

Graph theory, Text, Image, keyword extraction, community detection, density-based
clustering, Image clustering, Image retrieval, Bag of Words, Graph of Words, Bag of Visual

Words, Graph of Visual Words



NEPINHWH

Jta mAaiola TG mapouaong epyaciag, cuykpivoupe Stadopeg pebddoug cuotadomoinong Kat
€€0puEnGc Aé€ewv-KAELSLWY Ao KElEVA XpnolomoLwvTag ta povtéAla Bag of Words (BoW) kat
Graph of Words (GoW), aAAQ Kal TIG YEVIKEVUOELG TOUC OTNV avamapdotaon elKOVwy. MNa 1o
OKOTIO OUTO TIAPEXOUE TO AMOPALTNTO UALKO amo tn Bewpla ypddwv. Aol €L0AYOUUE TIG
Baolkég €vvoleg amod T Bswpla ypadnuATwy, Ta PETPA KEVIPIKOTNTAG KoL TG pHeBOdoug
QVIXVEUONG KOLWVOTATWY O€ SIKTUO TIou Ba XPNOLUOTIOL|COUUE £TOL WOTE VO EEETACOUUE TNV
QTTOTEAECUATIKOTNTA TOUG, €€NYOUE TIWE €Va KELUEVO UETOTPEMETAL O SLAVUOUA HECW TOU
pHovtélou BoW kot mwg autd aflomoleital. Emelta avalUoupe to poviédo GoW kat e€nyolpe
péow Tolag Sladikaoiag €va KelHevo UMOPEL va HETATPATEL KOl va YIVEL ovamapAacTaon
outoUu oe ypadnua. Emiong, KATaoKeUAIOUUE TA QVTIOTOLXO HOVTEAQ QVATIAPAOTOONG
ELKOVWV LE OTATLOTIKEG HEBOSoUG (BoVW) alda kat pe tn Bewplia ypadnuatwy (GoVW), kat
T aflOAOYOUUE HECW TELPAUATWY OE TpayHoTika dedopéva. Edappoloupe OAa autd ta
HOVTEAQ KO TA METPA OE TIPAYMOTIKEG CUANOYECG KELLEVWY KAL ELKOVWV WOTE VO EEETACOUUE
nowa UEB0SOC elval TEPLOCOTEPO QTMOTEAECUATIKY) O TpayUatikd Oebopéva. Mpwtov,
afloloyolpe Tig peBodoug BoW kat GoW otnv e€6puén Aé€ewv KAEWOLWV amo €va Keipevo.
AgUtepov, ouykpivoupe yvwotég peBOdoug ouotadomoinong Kewwévou o€  OSnuoola
Slo0éoueg ouloyég apBpwv eldrnoswv. Tpitov, ouykpivoupe ta povtéda Graph-of-Visual-
Words (GoVW) kat Bag-of-Visual-Words (BoVW) oe cuA\oyég €lkOvwy Tou elval dnuoola
Slo0éo1ueg kal mapatnpoUpe otL o deiktng NMI auvéavetal katd 6.68% kat 16.11% otig Suo
oUAAOYEG avtioTolya xpnolomnolwvtag tn HéEBodo GoVW mou mpoteivoupe Evavtl Tng BoVW.
OAOKANPWVOUUE TNV OUYKPLON HME HIO  TOWOTIK OUYKPLON TWV  QTOTEAECUATWY

ouotadomnoinong EIKOVWV yLOL OTTTIKOTIONON TWV ATOTEAECUATWV.

AEZEIZ KAEIAIA

Avamopdotaon KeWWEVOU Kal €lKOvVOG o€ ypadnua, Avixveuon kowotntwv, MEtpa
KevTpkotntag Siktvou, EE6puén Aéfewv kAelblwy, Zuotadomoinon KEWWEVWY Kal ELKOVWY,

povtéda GoVW, BoVW, BoW kat GoW.
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2YNOWH

Jta mAaiola Tng mapouaong epyaciag, ouykpivoupe Sladopeg peBodoug e€opulng Aé€ewv amnod
Kelpeva xpnowomnowwvtag ta povtéda Bag of Words (BoW) kat Graph of Words (GoW). lNa to
OKOTIO QUTO TOPEXOUUE TO amopaitnto UALKO amod tn Bswpla ypddwv Kol To Sloxwplopd
Kowotntwv. AdpoU el0dyoupe TIC BAOIKEG €vvoleg amo tn Bswpla ypadbnudatwy, Ta UETPA
KEVTPLKOTNTAC KAl TG HeBOSoUC aviyveuong KowvotnTtwy o€ SikTuo ou Ba XpNOLLOTIOL)COULE
€10l wote va SoUUE Mo SoUAeUEL KOAUTEPA YLOL TO OKOTIO HOC, £ENYOUME TIWG £va KE(UEVO

LETATPETETAL O€ SLAVUOHA LECW TOU HOVTEAOU BoW Kat mwg auto aflomoleital.

Enewta avoAUoupe to poviéAo GoW kal g€nyolpue péow molag Stadikaoiag €va Keipevo
UMOpPEL va METOTPATIEL KOL VA YIVEL avamapAdotacn autol o ypadnua. Tuvexiloupe pe ta
HETPA afloAoynong tTwv peBOSwy Ta omola XpnoLOToloUUE WOoTe va anmodavBoupe yla To
mola PEB0SOG elval TLO ATIOTEAECUATIKA. 2T CUVEXELA £DAPUOLOUME Ol QUTA TA HOVTIEAQ
KOL Ta HETPA OE TIPAYUATIKEC OUAANOYEC KELWWEVWVY WOTE va doUpe mola pEBodog €xel ta
KOAUTEPA QmoOTEAEOUATO O  TPAYHOTIKA Oebopéva. Ito TEAOC mpoomaboupe va
KOTOOKEUACOUE TO AVTIOTOLXA HOVIEAQ YLO ELKOVEG, VA SNULOUPYNCOULE ypadnua ELKOVAS
pe visual words Kkat vo a€LOAOY|COUUE PECW TIEPAUATWY OE TIPAYUATIKA SeSopéva Katd

OO0 AUTO TO POVTEADO SOUAEVEL.

Ta pETpA KEVTPLKOTNTOG Ta omola peAetnoape apouaotdalovtat oto KeddAawo 1. NMpwtov, n
Kevtpwotnta Babuou (degree centrality) 6mou elval n KEVIPIKOTNTA TTOU TIPOKUTITEL OO TO
BaBuo tou kaBe k6uPou, SnAadn to MANBOC Twv cuvdécewv ToU €xeL €vag KOuPog. H
KEVTPLKOTNTA BaBOpoU gival €vag TomoAoylkog SelkTnG mou avadeIKVUEL TO TTOCO ONUAVTLKOG
elval évag koppog os éva ypadnua. To SeUtepo HETPO TOU eEETATOUE EvVaL N KEVIPLKOTNTA
evlapeootntog (betweenness centrality) 6mou Bplokel Tov IO KEVTPLKO KOUBO pe Baon TN
B¢éon oto ypadnua, dnAadn méco «evbldpecog» eival o KOUPBOG, TIOU EKTLLATAL OO TO
TIOOOOTO TWV HOVOTATIWVY TIou SlEpyovtal amd tov KopBo autd. Eva tpito PETPO TOU

MEAETAUE €lval n KeviplkotnTa gyyutntag (closeness centrality) mou umoAoyiletal w¢ To
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HECO UAKOC TWV EAAXLOTOV HOVOTIATLWY UETAEY EVOG CUYKEKPLUEVOU KOUPBOU Kal OAwV TwvV
uroAolnwyv péoa oto SIKTUO £TOL WOTE va TAipvoUV PEYOAUTEPEG TUUEG OL TILO KEVIPLKEG
KopudEC pe amoTtéAeopa va ekdpAlel TO OGO KOVIA €(val N CUYKEKPLUEVN Kopudrn OTLG
UTIOAOUTIEG. TETOPTO HETPO  KEVIPLKOTNTAC €lval 1N  KeEVIPKOTNTA  L6LOSLAVUCHATOG
(eigenvector centrality), mou elval éva PETPO KEVTPLKOTNTAC TTOU GUVUTIOAOYIlEL TOCO TO
TANBO0G TWV YELTOVIKWY KOUBwWYV, 600 Kal TN ONUAVIIKOTNTA Tou KABEe yeitova. Keviplkotnta
PageRank eival éva pétpo mou ewonxdn otnv BiBAoypadia wg PETPO TIOU UETPA TN
ONUOVTIKOTNTA LOTOCEAISWV 0TO SLadikTUO Kal OTWE KAl N KEVTPLKOTNTA L6LoSLovUoUOTOG
Baociletal otnV ONUAVIIKOTNTO OAWV TWV YEWTOVIKWVYV KOUPBwv. Tnv 8OTNTa Opwe va
OUVUTIOAOYLETAL N CNUAVTLIKOTNTA TWV YELTOVIKWVY KOUPWV TNV £XOUV KL OL KEVIPIKOTNTEG
mapping entropy (ME), mapping entropy betweenness (MEB) kot mapping entropy
closeness (MEC). 2 kaBe pla amnod TG mponyoUUEVEC TPEIG KEVIPLKOTNTEG N CNUAVILKOTNTA
TwV YEWTOVWY Tou AapBavetal umoPty elval n Keviplkotnta Babuol, n Kevrplkotnta
eVOLAUECOTNTOG KAL N KEVIPLKOTNTO €yyUTNTAC QVILOTOLXA WOTE VOl TTOAAQTTAQCLACEL TNV
avtiotolyn Kevrplkotnta (Babuov, evdlapecotntag, eyyvutntag) tou KOpPou pe Eva
emumAéov PBapo¢ mou elval ploe ouvdptnon evipomiag. EmutAéov, peAetolUE TNV
KEVTPLKOTNTA coreness n omola €€eTAlel €AV €vag KOUPBOG aVNKEL O TIANPEG UTtoypAdnua
BaBuou k, éva umoypadnua SnAadni tou omoiou 6Aot oL KOUPoL cuvdéovtal PETAED TOUG
Kot €xouv BaBud akplBwg k. H ekkevrpotnta (eccentricity) emiong Bewpeital pétpo
KEVTPLKOTNTAC SLOTL TTOOOTIKOTOLEL TTOCO HaKPLA €ival évag KOuPBog amd tov kKopBo mou
OMEXEL TIEPLOCOTEPO ATIO AUTOV UEoA oTo ypadnua. TéAog, €€eTAloUPE TOV CUVTEAEOTH
ocuotadomnoinong (clustering coefficient) o onoiog ebapudletal pepovwuéva oe KABe KOUPBO

ToUu SIKTUOU Kot SElXVEL TNV AIMOOTACN TIOU ATEXOUV Ol YEITOVEG TOU KEVIPLIKOU KOUBou amod

™ dnuloupyia KAKaG (ANpeg ypadnua).

Enewta meplypAdOUE KAl XPNOLUOTIOLOUME TOUG OAYOpLlOUOUG avixveuong KOWOTATWVY
Girvan-Newman, Fast greedy, Louvain, Infomap, Label propagation kot walktrap o€
ypadnuata. Itov adyoplBuo toug ot Newman kat Girvan mpoteivouv wg o€ €va ypdado
TIOU TIEPLEXEL OUAdeC KOUPwV oL omoieg ouvdéovtal acBevwg He AlyeG OKUEG, OAa Tal
€AAXLOTA LOVOTIATLO METAED AUTWY TWV OUASWV TIPETEL VA TIEPVAVE OO LA ATTO QLUTEG TLG

OKUEC. ZTOV aAyoplOuo Label propagation mpoteivovtal ta €€n¢: Eotw OtL og évav ypado
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EXOUE €vav KOUPBO Vv e YelTOVEG TOUG KOUPBOUG Vq, Vs, ..., Vi OTIOU KABOE KOUPOG EXEL UL
dLotnta n omola yapaktnpllel Tnv KowoTnTA OV avrKeL. H kowvotnta tou v Ba kaboplotel
Qo TLG KOWVOTNTEG TWV YELITOVWYV Tou, KaBw¢ og kabe emavainyn tou aAyopibuou o v Ba
ULOBETEL TNV KOLWVOTNTO GTNV OTOLA AVIKOUV OL TIEPLOCOTEPOL A0 TOUG YEITOVEG Tou. Kabwg
oL €TIKETEC Slapolpalovral otov ypado, cuvtopa Snuioupyolvial otevd cuvOeSEUEVEC
opadeg KOUPwvV He kown etkéta. O aAyoplBuog Infomap elvatl évag amod TOUG TILO
QTMOTEAECUATIKOUG aAyopiBuoug avixyveuong KowotATwVY. ZuVOUALEL TEXVIKEC BOOLOUEVEC
otnv mAnpodopia kal Toug Tuxaioug mepimatoug. EEepsuva tnv tomoAoyia tou ypddou
XPNOLLOTIOLWVTOG €vav aplBpd amod Tuxaioug MePMATOUG CUYKEKPLUEVOU WNKOUG KoL HLa
6ebopévn mbavotnta petafifaong os éva tuxaio KOUBO, WOTE VA EVTOTIIOEL TO EAAXLOTOV
unko¢ kwdikomoinong, SLO0tL oe mMponyouuevn epyacia tou¢ ot Rosvall and Bergstrom
€betéav OTL TO MPOPANUA avixveuong kowotnTwv oe Siktuo elval ooduvapo He TNV
elaylotonoinon Tou WNRKoug Kwdlkomolnong &vog tuxaiou Tmeputdtou o€ auto. O
oAyoplBuog Walktrap mapdyel tuxaioug TePUTATOUC oL omoiol eivat mo mmbavo va
eYKAWPLOTOUV HECA OE MLOL KOLWVOTNTA OE OXEON HME TO VA KAVOUV UETAPACELS amo Hia

KOLVOTNTA OE pLa AAAN.

Y10 Kedalato 2 mapouoidlovpe to Bag of words (BoW) povtélo to omoio Baoiletal otnv
avanapactacn Keévou oe Oldvuopa xpnolpomowwvtag tf-idf scores ta omoia kat
ovaAUOUHE. AVOAUOULE OKOWN TO TILO YEVIKA N-gram HOVTEAQ KoL TTOPOUCLALOUUE Lo AloTa
Aé€ewv (stopwords) mou adatlpolvtal Katd tnv enefepyacia evog KELWEVOU. € TpoBARuaTa
OToU amalteltal N avamapAoTacn ToU KELUEVOU UE TO HoVTEAO BoW kpatdue povo tn pila
¢ KaBe Aé€nc. AkolouBel meplypadel tou povtéhou Graph of words (GoW) omou to
kelpevo avamapiotatal ce popdn ypadnuatog pe kKOpPoug T AéEelg mou cuvdéovtal
HeTAL Toug av akoAouBouvtal cuudwva pe To apdBupo (MARBog Stadoyxikwv AéEewv mou

ouvdéovtal petal Toug) mou €xou e BEoeL.

2to povtélo Bag of words to keipevo avamapiotatal ocav €va 0AKo TIoU TIEPLEXEL OAEC TLG
AEEELC TOU KELPEVOU avelapTTOU YPAUUOTIKAC. To MARB0oC Twv eudavicewv tng Aé€Eng oto
kelpevo elval yvwotd kal cav cuxvotnta eudaviong (term frequency) tng Aé€ng. Ta tf-
scores £ival €vol OTATLOTIKO VOUEPO TIOU paG Selyvel TOOO onpavtiki eival po Aé€n péoa

0€ €va KELUEVO KOl PE TN XPNon Toug elval Suvatov va avamapooTr)OOULE TO KEIUEVO UE TN
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popdr SLavUOUATOC KOL UMOPOUUE HE OUTO TOV TPOTIO VO CUYKPIVOUUE TNV OpOoLOTNTA
HETAEL SUO KELWEVWY, XPNOLLOTIOLWVTAC LA OTIOLASNTIOTE AMOOTACH. AKOUN UMOPOUE Vo
TO XPNOLUOTIOL)OOUE OTNV OVAKTNON KELWEVOU Ao pla oUANOYH KEWWEVWVY cUPdwva HE
EVOl EPWTNMA TIOU €Xoupe BEoel. EKTOC amd TNV avaktnon KeWEvou To poviélo Bag of
Words pmopel va oUPBAAEL KoL OTNV KOTNyoplomoinon Keévwy, OMou N ouxvotnta
eudaviong tng kabe AEENG XPNOLUOTIOLELTAL YIa TNV €KMOISEUON TOU HOVTEAOU UNXOVLIKNG
pnabnong. EmutAéov to povtéAo Bag of words eMITPEMEL TNV CUYKPLON YLA OLOLOTNTO HETAEY

omnolovénmnote duo KelEVwWY o€ poPAnuata cuoctadomnoinong.

ExTOC OpwG oo To poviélo Bag of words, TOu XpnOLUOTOLEL LEPLOVWUEVEC TIG AEEELG, TO N-
gram HOVTEAO €lval pla eméKtacn Omou xpnolpomolel leuyapla Aé€ewv (n=2), TPUTAETEG
Aé€ewv (n=3) kal oUTw KABefNG. XpNOLUOMOLWVTOG Yla TOPASELYUA MOVO TN ouxvotnTa
epdaviong Aé€ewv oto Kelpevo to poviédo b AapPavel UTIOYLY TO YEYOVOG OTL PETA amod
éva ovopa akoAouBel prjpa oto keipevo. To n-gram HOVTEAO UTIOPEL va PEPEL AUTH TNV
nmAnpodopia. Eva mpoPAnua oe autr tn HEB0SO ival OTL Kamoleg A€elg OMweG ta apbpa
g€xouv uPnAn ouxvotnta epdAVIONG OTO KEPEVO XWPIC OUWG va TPoodidouv KATIOLo vOnUa.
‘Etol o€ kABe oUYKPLON YLO OUOLOTNTA UETAEU KEWWEVWY AUTEG oL A€l adatpolvtal. AUTEG
ol Aé€elg Aéyovtal stopwords kot yla kaBe yl\wooa umapxel pila Alota cupdwva pe tnv

orola yivetat n Staypadr Toug ano ta Keleva.

To povtélo GoW eival pla avamapaotoon Tou KELUEVOU OE €va ypadnua, omou ot kKoupol
elval oL Aé€elg Tou Kkelpévou. MNa éva doopévo mapdBbupo amd N AE€elg, OAeg ol AEEELC TOU
napaBbupou cuvbéovtal kal kKaBe cuvdeoUog avamaplotd tn cuveudavion evog (elyoug

Aé€ewv oto mapdbupo auTo.

Y10 Kedalato 3 epapudlovpe to povtéAo GoW otnv £€6puén Aé€swv-kKAelSLd og Keipevo
Kol oUYKpivou e Ue ta amoteAéopata ¢ €€0puéng Aé€ewv KAeWSLWV amod to povtéAo BoW.
Juykpilvoupe tnv anodoon tou Kabe evog amo ta duo povtéda oe Suo Snuooila SLoBEoLpeg
OUAAOYEG Kol TIG a€LOAOYOUUE XPNnoLUOTolWwVTaG UETPa Onwe akpifela (precision@10),

puéon akpifela (mean Average Precision) kat o cuvteAeotn¢ Jaccard (Jaccard coefficient).

H olykplon €ylve XpNOLLOTIOLWVTOC TA HETPO KEVIPLKOTNTAC KOl TIC HeBodoug avixveuong
KOWOTNTwV Tou Tapouctaloupe, otav autd edpoapupolovial oto GoW yia thv e€opuén
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Aé€ewv KAEWOWWV. EMAEEQUE QUTEG TIC MEBOOOUG WG TIC TILO YVWOTEG peBOdoug yla v
EUPECN KEVIPLKWV KOUPWYV 0€ €va ypadnua, WOTE Vo aVAyVWPLOOUUE TO cUVOAO Aé€ewv
TIOU TEPLYPADEL TILO AVTUTPOOWTIEUTIKA VA apXELo KELUEVOU. Ta PETPA TTOU EMAECQE yLa
Vv afloAdynon Ttoug €xouv xpnotuomolnBei otn BBAloypadia yia v afloAoynon
anoteAeopdtwy amnd mpoPAnuata avaktnong (retrieval problems) kat eivatl wova yla ™

oUyKplon opoldtnTag onolovénmote Suo cuAoywv AEEEwV.

OL puéBodbdol mou emAE€ape yla TNV olykpLon opadomolouvtal o SU0 Katnyopleg. Apxlka
epapudlovtal ta PETPA KEVIPIKOTNTAC KOL TA TIO YEVIKA HETpa Tou Pacilovtal oTig
KEVTPLKOTNTEG (transitivity, coreness, clustering coefficient) kal otn cuvéxela KATATACOOUUE
OAeG TIG AEEELC TOU KELWEVOU QO TNV TILO KEVTPLKA 0T Alyotepo cUpdwva Pe tn B€on g
otnv avamnopactacn GoW. Enewta pe tov alyoplBuo aviyveuong kowotntwv oto GoW
Bpiokoupe TNV peyoAUTEPN KOWOTNTO N OMOla TIEPLEXEL TOUG KOUPBOUC mou eival Kot ot

AE€eLc KAeLOLAL

Eniong e€etaloupe Kal TPELG AKOUN KEVTPLKOTNTEG 0TO MPOPANUA €0puENC Aé€ewv KAELOLA,
a) mapping entropy, B) mapping entropy betweenness kat y) mapping entropy closeness 1o

oTolo Kal EL0AYOUE yLa TpwTn dopd oTNV Epyacia auUTh.

AvtiOétwg pe tn HEBodo peylotomoinong tng modularity (Edge betweenness) mou €xel
xpnotoronBel yia tnv e€aywyn kowotntwy Aé€ewv KAelWdwwy, eéetdoape tnv edapuoyn
avixveuong kowotntwy Aé€ewv KAeWSLWV otnv avanapdaotacn GoW, ol onoleg e€ayovtal pe
TI¢ peBoboug fast greedy, infomap, label propagation, Louvain kot walktrap mou

avaAUOUUE.

MNa ta peEtpa afloAoynong opiloupe mpwta w¢ C Tt OUANOYN TWV KEWEVWV KOl
ONUELWVOUHE WG R TO GUVOAO TWV QVOKTNUEVWV ATIOTEAECUATWY TTOU CUUPWVOUV LE TO
epwtnpa q. Emiong onpewwvoupe pe I To OUVOAO TWV OXETLKWV KELLEVWYV, OTIOU OL GPACELG

nipogpyovtal ano Soopévo ground truth.

AkpiBela (Precision) opiletal wg ouVAPTNON TWV AVOKTNUEVWY ATIOTEAECUATWY R amo tn
oUAAoyN KeLEVWY C TIOU €(vVOL OXETIKA LLE TO EPWTNHA g. ZTNV akpifela xpnolonolovvIal

oAd Ta avaKTNUEVA KELUEVA, aAAd UIOpel aKOUN va UTIOAOYLOTEL UE SOOUEVO KATWOAL TwV
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TPWTWV N ATIOTEAEGUATWY TOU EMLOTPEDOVTAL A0 TO CUOTNUA KAl ovoualetal akpifela
ota n, KaL ouvnBwg cupPoAiletal pe P@n. Méon oakpifela eival €va HETPO TOU
EMNPEALETAL OO TN CELPA TWV OXETIKWV eyypadwv. Asv Aappdvel urmdyn poévo tov aplouo
TWV avoKktnBEvIwy eyypadwv mou eivat ouvadn, aAAd Kal tn B€on Toug oTNV KATATaEn TWV
QMOTEAECUATWYV TOU eTOTpAdnKav. Aoopévou MARBoug Q epwtnUATwyY, W¢ mean Average
precision (MAP) opiletal n HéEon T OAWV TWV AMOTEAECUATWY TNG LEONG TLUAG yla KABe
EPWTNUA. AVAKANGCN KAAE(TAL N CUVAPTNON TWV CXETIKWV KELUEVWV TIOU €XOUV aVOKTnOel
aro tn cuAoyn C TPOG TO GUVOALKO aplBUO TwV OXETIKWY Kelévwy T'. Fi-score glval To
HETPO TIOU €lval O OPUOVIKOG MECOC TNG akpiBelag kat Tng avakAnong. Jaccard similarity
XPNOLLOTIOLEITAL OTN OTATLOTLKA YLla TN oUyKpLlon opolotntag Suo Selypdtwy Kat opiletol wg
To MANB0C TNG TOUNG TOUG WG TPOC To TMANBOG TNG EVWONG TOUG. XTo POPRANUA CUYKPLONG
U0 Alotwv Kelpévou, o Selktng opiletal wg to MANBOC Twv KOowwv AéEEwV WG TTPOG TO

TANB0¢ Twv Aé€ewv mou epdavilovtat kat otig Vo AloTec.

Y& 6U0 CUANOYEG KELMEVWYV YLa TIG omoieg yvwpiloupe TG AEEELG KAELSLA TTOU UTIAPXOUV OF
KaOe keipevo £dapuolOUUE OTATIOTIK avomopaoctacn Tou Kelpévou pe tf-idf scores kat
QVATOPACTOON TOU KELUEVOU HE ypadruata XpnoLLOMOoLWVTOG Ta HoviéAa BoW kat GoW
avtiotolya. XTnV MEPLTTWON TNG KLag cUAAOYNC OTToU 0 AOYO¢ €ival TILo SOUNUEVOG, N OELpA
TwV Aé€ewv lval onuavtkn adou ol cuvdEoelg yivovtal petal AéEswv mou Bpilokovtal oto

1610 mapabupo. Apa, to GoW umeptepel tou BoW o€ auth Tnv nepimtwon.

Ol nmeputtwoelg mapabupwv mou maipvoupe ivat dUo. ItV pla epimtwon n Kabe AEEn
ouvdéetal pe tnv emopevn (N=2) kat otnv aAAn n kB AéEn ocuvdEeTal Ye TIG SUO EMOUEVES
(N=3). Ztn 6eltepn (N=3) ta amoteAféopata €ivol KOAUTEPO OUWC OV OUVEXLOEL va
avéavetal to HEyebog TOU mMapabupou TO ypddnua Oa yivetar mMOAU TUKVO, oL

KEVTPLKOTNTEG bev Ba StadEpouv Kat 0o To ypadnua Ba €XeL pLa LOVO KOvoTnTa.

Avapeoa ota PETPA KEVIPLKOTNTOC Kal 0 OAEG TL peBodouc mou efetacape to KOAUTEPQ
anoteAéopata  epdavilovtal otnv  KEVIPLKOTNTA €yylTnTOG KAl akoAouBouv ot
Kevtpkotnteg MEB kat MEC otav n afloAdynon yivetal pe tov Seiktn Jaccard. Avapeoa otig
uebodoug aviyveuong kowvotAtwy n pEBodoc mou Eexwpilel eival n Infomap aAAd o oxéon

LLE TA UTTOAOLTTOL LETPA KEVTPLKOTNTOG UTTOATTOSIEL.
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2to Kedpahaio 4 moapouolaloUE TOUG TILO YVWOToUg aAyoplBuoug cuotadomoinong ot
ornoiol epapudlovtal kat oe cuvotadomoinon Kewpévou. OL aAdyoplBuol autol eival ol
DBSCAN, epapytkng ouotadomnoinong (hierarchical clustering), k-means kat Latent Dirichlet
Allocation (LDA). MNa tnv afloAoynon Kat tTn olykpLon Twv PeBOSwv autwv mapouolaloupe
Kol epopuoloupue ta pEtpa aflohoynong Normalized Mutual Information (NMI), Variation of

Information (VI), 6eiktng Rand kat mpooappoouévog deiktng Rand (Adjusted Rand).

O aAyoplBuog DBSCAN Baociletal oe duo MAPAUETPOUG OL Omoiol opilovtal amod Tnv
TIUKVOTNTA TwV cuotadwv (&) kot and 1o eAdayxloto MAROOC TwV onUeElwV ToOU Umopel va
TEPLEXEL pLa cuotada (MinPts). H pébodog dev amattel ek Twv MPOTEPWVY TNV YVwaon Tou
TMANB0UG TwWV oUOTASWV Kal €lval LKAVA VOl EVIOMIOEL KOl VA AMOUOVWOEL Tov B6pufo,

onAadn onueia ta omoia dgv avikouv og Kapia amo TG cuoTAadeg.

H néBodog tepapyikng cuotadomnoinong (hierarchical clustering) €xel Suo mpooeyyioelg, pa
SLoXwpPLOTIKA Kal pia cUTEUKTLKN. 2T SLaXWPLOTIKN OAd TOL onUEla AVAKOUV OE [la cuoTada
Kal pe Stadoxika Bripata yivetal Slaipeon Twv OpAdwy PE KPLTAPLO TNV AmoOcTacn OAwv
TWV ONUElwv peTafl TOug, Ewg OTou KABe onueio va avikel otn Sk Tou EeExwplotn
ovotada. Itnv aviiBetn nepintwon ekwvape pe kabe onueio otn Sk Tou cuoTtada Kol UE
kpitiplo tnv amnoéotaon Sladoxikd Snuioupyolvial opAdeg HEXPL OAQL T Onueia va
OVHAKOUV O€ HLa povo cuotada. Kat otig Suo MEPUTTWOELG TIPOKUTTEL £va SevOpOYypaULO TO

omnolo «koBetal» og KATAAANAO UPOG WOTE va MPOKUPOUV OL AVTIOTOLXEC OCUOTASEC.

2tn uéBobo k-means clustering amatteital n eloaywyn tou MARBoU¢ TwV cuoTASdWV Kal O
TUXOIOG OPLOUOG TWV apXLkwV cuotadwy. Me pa emavoaAnmriky dtadikaoia kabs onueio
avtlotolyiletal o€ Pl ouoTtada, To KEVIPO NG omolag emavanpoodlopiletal pe otdoxo TNV
e\aXLOTOMOINON TOU PECOU TETPOYWVLKOU OPAAUATOC EVTOC TWV CUCTASWVY yla OAEG TIC

ouotadeg.

To otatiotikd povtédo LDA cuotadomolel pla cuAloyn amo apxeia kelwévou oe Bépata.
Kabe cuotada eival po cuAdoyn amo apxeia KELHEVOU mou Teplypadouv éva Bépa. Kabe
BEpa €XEL LI QVATIAPAOTOON WG TMOAUWVUULKA Katavoun mbavotntag yla tnv eKTipnon
TWV MOPAUETPWY TNG OTtolac aflomoleltal OTL N SECUEUPEVN EK TWV TIPOTEPWV KATAVOUN TNG
TIOAUWVUHLKAG elval n katavoprn Dirichlet.
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Ta pétpa afloAdynong tou amoteAéopaTog tTnG cuotadomnoinong xwpilovtal a) os YETpa
Tou eA€yxouv Levydpla onueiwv (Rand, Adjusted Rand) kat B) oe avtd mou Bacilovtat otnv
nmAnpodopia twv dtapepiocewv (NMI, VI). Ztoug deikteg Rand kat Adjusted Rand e€etaletal
av Ta duo PEAN evog leuyaplol onUelwv avinkouv otnv WBla  oe SLopoPETIKEG CUOTADEG
e€etalovrag Tic duo dladopetikég Stapepioelg. O Seiktng NMI elval n KAVOVIKOTIOLNUEVN
apotBaio mMAnpodopia twv duo Slapepicewv (n SlapépLon MoOu emOnUAlveTal and To
oUvolo Sedopévwy Kal n SlopépLlon TOU TPOKUTITEL oo tov aAyoplBuo) kat VI gival n
nAnpodoptlakrn anootacn Twv duo Stapepioswv. Oco UkpOTEPOC lval o Seiktng VI kaL 6co

peyaAutepol oL UTtOAoToL SEIKTEC TOOO TO ATIOTEAECUOTA YivovTal meplocotepo afloAoyal.

Edapudlovpe TG TEXVIKEC ouotadomoinong Kelpévou oe dnuoota SLabEoipueg cUANOYEG
KELLEVWV amo €160l ald Kol apxelwv KEUEVWY XPNOTWV amo to Twitter, 6mou eivat
YVWOTO €K TWV TMPOTEPWV OE TOL0 BEPA avnKeL To KABe Kelpevo Kal molo eival to mARBog

Twv Bepdtwy.

Jupnepaivoupe OtL n pnéBodog LDA Sivel kaAUtepa amoteAéopata o€ SUO Amo TIG TPELG
OUM\OVEG KELEVWVY WG Ttpog Toug Seikte¢ NMI, VI kat Adjusted Rand. Ztnv @AAn culhoyn
KoAUTepa amoteAéopata  €xet n  edappoyny Tou hierarchical clustering omou
xpnotornowt)Bnke to BEAtoto LYo tou Sevdpoypdupatog cluPwva pe to Seiktn NMI,

e€etalovrag OAeG TIG SUVATEG TLUEG TOU.

O &eiktng Rand peylotonoleital o kaBe oulhoyrny otnv mepinmtwon tou hierarchical
clustering, yeyovog mou mpokUTttel AapBavovtag umoPty otL o deiktng Rand mpokUmTeL amo
{euyapla aVTIKELLEVWY HECO amo pila cUAAoyN Kol Tautoxpova otL n puébodog hierarchical
clustering evwvel Kovilvd avtlkelpeva oe {euydpla, Xwpig autd va eival €vag YEVIKOG

Kovovac.

ITnv TeEpUTTwon Twv avoptioswv oto Twitter, n ouotadomoinon toug eivat mo
QIMOTEAECUATLKN OTNV MEpimMTwon, Omou aflomoleital n Bewpla ypadpnudtwy Kat, EMUTAEOV,
elvatl Suvatn n omtikomoinon tNg cUAAOYNC KOL TWV ATTOTEAECUATWY, HE OTOXO TNV TOLOTIK)

afloAoynon.
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2to Kedalatlo 5 mapouvaoialouvpe to povtélo Bag of Visual Words (BoVW) mou amotelel t
YEVIKEUON TOU HOoVTEAOU BoW oTnv avamapdotacn KOG ELKOVOG O SLAVUCHA, OwG yiveTtal
N oVamapAoTaon €VOG KELUEVOU OE SLAVUOUA XPNOLUOTIOLWVTAG VOl KOWVO AEEIKO OO TLG
Aé€elg mou epdavilovral otn cUAAOYI KOL TIPOTEIVOULE TO LOVIEAO AVOITAPACTACNG ELKOVOC

pe ypadbnua Graph of Visual Words (GoVW).

2to povtélo Bag of Visual Words (BoVW) to Aefikd amod «omtikég AE€ewg» (visual words)
dnuoupyeital cuotadonowwvrtag pe t HEBoSo k-means ta Staviopata SIFT, ta omola
TIPOKUTITOUV, HECW €PYAAEiWY, Ao Ta Kplowua onueia Tng KABe elkovag ekel dnAadn omou
eudavilovtal anotopeg aAayég oto oxNua (Yywvieg, akpég kAm). Kabe swkova €xel éva
Sl0popeTikO aplOpud amd kplowa onueia to omoia odnyouv oe Swaviopata 128

Slaotaoswv.

EnutAéov, mpoTeivoupEe TO HOVTEAO avamapdotacng ekovag He ypadbnua Graph of Visual
Words (GoVW) omou avtikaBlotoupe tnv cuctadomnoinon k-means oto povtéAo BoVW pe
N dnuoupyla evog ypaodnpuartog, omou duo Stavuopata SIFT cuvdéovtal av n HeTafl Toug

anootacn eival UKPOTEPN OO TO MPWTO TETAPTNUOPLO TWV ATOCTACEWVY TOUG:

1 avd(s,s;) <c¢
Lsiers) = {o o(zfm(ﬁg

omnou (s,,S;) €va tuxaio fevyog amd Slavuopata SIFT, € TO MPWTO TETAPTNUOPLO TWV
amootdoswyv toug Kot d(S,,S3) N UETAEU Toug amdotacn. 2to ypadnua mou TPOKUTTEL
epapudlovpe aAyoplOUo avixveuong KoOWOTHTWY HE oTtoxo tn Onuoupyia opadwv
(ovuotadwv) SIFT Stavuopdtwy, dnAadn omtkég Aé€elc. Eva amd ta TAEOVEKTAUATA TNG
pneB6dou auUTAG elvatl OTL SV AMALTEL TNV €K TWV TPOTEPWV YVWON TOU TIANB0C TWV OTTLKWVY

Aé€ewv (cuotadwy).

Edapudlouvpe ta povtéda BoVW kat GoVW oe duo dnuoota Slabeoiueg cUANOYEG ELKOVWY
Kol Tapatnpoupe otL o deiktng NMI auvéavetal katd 6.68% kot 16.11% otic Suo GUANOYEG
avtiotolya xpnolponolwwvtag t HéEBodo GoVW évavtl tng BoVW. Ocov adopd 1o Seiktn

Adjusted Rand tn pa dopd amodidel oto €va POVIEAD KaL TNV EMOUEVN OTO AAAO.
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Ektog and tnv moootiki afloAoynon twv duo pebodwv, mopoucldlou e Kal TNV TTOLOTLKN,
Omou OE(XVOUE TO QMOTEAECHA TNG OUASOMOiNoNG TWV EIKOVWY pLa Gpopd OTWG TIPOKUTITEL
and 1o povieAo BoVW kal pa amd to povieAo GoVW. MNapatnpoUpe OTL oL ELKOVEG TNG
ouM\oyng mou Seixvouv To 610 N cuvadEG aVTKEIUEVO Kal TElVOUV va aviKouv otnv dla
opada (ouotada) opadomoiOnkav pe tnv HEBodo GoVW, evw to amotéAeopa tng peboddou

BoVW telvel va eival mepLoocOTEPO AVOLLOLOYEVEC.
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PROLOGUE

Nowadays, multimedia are all around us (smartphones, WWW, social media, etc.), involving
large streams of information that we need to handle efficiently and quickly. Multimedia
usually appear in image representations, associated with text descriptions and/or textual
tags or concepts. In order to handle big collections of text documents or image collections,
it is necessary to first cluster them into groups of similar objects. At the level of a single
document, reading lengthy text documents is a time consuming process that needs to be
assisted by a keyword extraction mechanism, in order to provide the reader a quick

overview of the main topics of the text document.

In chapter 1, we present the necessary background in graph centralities and community
detection approaches, which will be used in text representation and in keyword extraction.
The most prominent centrality measures and other centrality measures, such as coreness,
eccentricity and clustering coefficient are defined and community detection approaches are

reported, aiming to find the most central community in the graph of words of a document.

In chapter 2, the Bag-of-Words (BoW) and the Graph-of-Words (GoW) models are
presented. The BoW model is based on a vector representation of a text document using tf-
idf scores. Additionally, the n-gram model representation is also reported, as well as the list
of stopwords that are removed when text documents are processed, before stemming. The
Graph-of-Words model follows, in which each text document is represented as a graph,
where nodes are words and links are added according to the co-occurrence of two words in

a window of N successive words.

21



In chapter 3, we apply the BoW and the GoW models in the keyword extraction problem.
We compare their performance in two publicly available datasets using the evaluation
measures Precision@10, mean Average Precision and Jaccard coefficient. The comparison is
done using the centrality measures and communities, presented in Chapter 1. We selected

these methods as the most prominent methods to identify central nodes in a graph.

In chapter 4, we present popular clustering approaches that have also been used in the
context of text clustering. Firstly, a density-based algorithm called DBSCAN is reported and
secondly, k-means clustering is presented. Hierarchical clustering is thirdly presented and
finally we refer to Latent Dirichlet Allocation as a well performing method in topic modeling.
Evaluation measures in clustering are also described, such as Normalized Mutual
Information, Variation of Information, Rand and adjusted Rand indices. Finally, we examine
which of the clustering approaches perform better in three public datasets of news articles
and in Twitter posts, which were collected according to five popular hashtags, in order to
also examine short text clustering, with respect to the considered evaluation measures.
Qualitative evaluation also appears in Section 4.4, where a graph of Twitter posts is created,
using the Jaccard similarity, and the result of the community detection algorithms provide

the final clustering.

In chapter 5, we present the Bag of Visual Words (BoVW) model that has been used to
represent an image using a statistical approach, similar to the BoW representation in text
modelling. We also propose an alternative approach for the creation of visual words, but
using a graph model, combined with a community detection approach on the formulated
graph of SIFT descriptors, namely the Graph of Visual Words (GoVW). We evaluate our
proposed model in two public datasets of image collections, which provide ground truth
annotation for clustering purposes, and we find evidence that our method is more efficient

than the BoVW model in the image clustering task.
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Chapter 1. Graph centralities and community detection

In this chapter we present the necessary background in graph centralities and community
detection approaches, which will be used in text representation and in knowledge
extraction from text, such as the keyword extraction problem. In Section 1.1, the most
prominent centrality measures are defined and other centrality measures, such as coreness,
eccentricity and clustering coefficient, follows in Section 1.2. Moreover, community
detection approaches are reported in Section 1.3, in order to extract groups of nodes that
are densely connected, aiming to find the most central community in the graph of words of

a text document.

1.1 Centrality measures

In this section we present well-known centrality measures of a graph, such as degree

centrality, betweenness centrality, closeness centrality, eigenvector centrality, page rank
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centrality, mapping entropy centrality and its extensions, namely mapping entropy

betweenness and mapping entropy closeness.

Given an undirected network G (N, L) with N nodes and L links, the adjacency matrix A of a

network G(N, L) is a square matrix which is defined as follows:

1,if n;,n; are connected (1.1)

Aln,n;) = A;; ={
(nomy) H 0, otherwise

In general, we denote by M;; the (i, j) element of a matrix M.

Degree centrality

Degree of a node n;, deg(n,) is the number of edges connected to it. The maximum
number of nodes that node n; can be connected is N — 1 and the degree centrality (DC) of

node ny is defined as (Freeman, 1979):

_ deg(ny) (1.2)

DCy N —1

Betweenness centrality

Let n;,n; be two nodes and 9y the number of geodesics (the shortest path between two
nodes) linking n; with n;, then the probability of using one of them is gi Let also gl.j(nk) the
ij

number of geodesics linking n; and n; that contain ny, then gijg(—nk) is the probability to have

ij

a geodesic from n; to n; that passes through n;. For all unordered pairs of nodes where i #

J # k, the betweenness centrality (BC) of node n,, is defined as follows:

N g..(n 1.3
BCkZZ, .gl]( 1) (1.3)

where N is the number of nodes in the graph. But like degree centrality we need a measure
from which the effect of network size has been removed. The maximum value for
betweenness centrality in n;, is achieved only by the central node in a star graph

(Freeman,1977), and it is:
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N(N+1) (1.4)

1424+ N=
2
so all paths for all (i, j) pairs are:
N(N -1

The central node is not contained in these paths, so we extract N — 1:

N(N —1) N —N 2(N—-1) N*—~N—-2N+2 N?*—3N+2 (1.6)
7 ~W-bh=—mm = 2 - 2

Hence, the maximum of the betweenness centrality of node n; is used to normalize the

betweenness centrality of a node in the interval [0,1], as referred in (Freeman,1977):

ZZN gij(nk) (17)
1<j gl]

N*—3N +2

BCk =

The fact that the normalized BC is in [0,1], inherits the properties of a probability measure.

Another centrality that is based on the geodesics of the graph is the closeness centrality.
Closeness centrality

Let d(n;,ny) be the number of edges in the geodesic linking n; and n;. The sum of all
distances from node n; to all other nodes shows how far is the node n; from all other

nodesn;,i = 1,2, ..., N, on average:

. N (1.8)
Decentrality(farness) = Z d(n;, ng)
i=1

Then the inverse of the decentrality of a node n; (Sabidussi, 1966) shows how close is a

node n,; from all other nodes:
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1 ~ 1 (1.9)
decentrality YN, d(n;,ny)

closeness =

The corresponding measure from which the effect of network size has been removed is:

YL, d(ng,ny) (1.10)

D tralit =
ecentrality(farness) N1

and the closeness centrality CC of the node n;, is defined as:

N-1 (1.11)
CCk=————
TN d( )

The centrality of all neighbors puts weights on the centrality of a node, defining the

eigenvector centrality below.

Eigenvector centrality

X1
Let x = [ : ] be a vector where x;, the centrality of node n;. If we want count the centrality
XN

x; of node n;, which is dependent of n;’s network neighbours centrality (but not of their

number) then

1< (1.12)
X = IZ Akj Xj
j=1
where A is a constant. Therefore, the vector x is:
1
x=-Ax = Ax=A (1.13)
A
and hence we can solve the eigenvector problem of adjacency matrix A. For
x,=20Vk=12,..N (1.14)
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It can be shown (using Perron-Frobenius theorem) (Gantmacher, 1998) that A must be the

largest eigenvalue of the adjacency matrix.

Similarly to the eigenvector centrality, the PageRank is based on the centrality of the node’s

neighborhood.

Page Rank

PageRank (PR) is a centrality measure, originally known as Google’s algorithm (Brin and
Page, 2012) which has been introduced to count how important is a Web page, and it is

defined for node n;, as:

1-d PR, (1.15)
PRy =—x—+d Z L(n)
nEN (ny) t

where d is the damping factor, typically set to 0.085, L(n;) is the number of links to node n;

and V' (ny) is the neighborhood of ny, i.e. the set of nodes connected to node ny.

In addition to the eigenvector centrality and the PageRank, a centrality measure has been

introduced, also based on the centrality scores of all node’s neighbors.
Mapping entropy

The set of nodes connected to node n;, N (n,) has been used to define the mapping
entropy (ME) centrality which has recently been proposed in (Nie et al., 2016) as a function

of the degree centrality:

ME, = —DC, z log DC; (1.16)
nEN (ny)

Mapping entropy is in fact the degree centrality DC;, weighted by the average Shannon
information in the neighborhood of node n;, where Shannon information is defined (Cover

and Thomas, 2012) as:

J=- Z Di log px (1.17)
k
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for any probability distribution: 0 < p,, < 1 and

Zpk -1 (1.18)
k

The normalization of centrality measures in [0,1] allows for considering the values as
probabilities and, therefore, the Mapping Entropy has been generalized to the so called

Mapping Entropy Betweenness, which is bases on the BC of all neighbors of a node.
Mapping entropy Betweenness

Mapping Entropy has been extended (Gialampoukidis et al., 2016a) by replacing the degree

centrality with the Betweenness centrality, as follows:

MEB, = —BC, ) logBC, (1.19)
nEN (ny)

Mapping Entropy Betweenness has been used in the context of key player identification in
terrorism-related social media networks, constructed by the Twitter mentions from one

user to another.
Mapping entropy extensions

In this thesis, we also examine whether other extensions of Mapping Entropy centrality are
effective or not, in the context of unsupervised graph-based keyword extraction, such as the

Mapping Entropy Closeness (MEC) centrality of node ny, :

MEC,=—CC, ) logCC, (1.20)
nEN ()

Some other combinations of Mapping Entropy centrality which we construct in order to

examine them in the keyword extraction problem from text documents, are:

CC which is weighted by the entropy of the nodes neighborhood based on the DC:
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MECD, = —CC, z log DC; (1.21)
nEN (ny)

On the other hand, DC which is weighted by the entropy of the nodes neighborhood based
on the CC:

MEDC, = —DC,, Z log CC; (1.22)
nEN (ng)

1.2 Other graph-based measures

Other measures that we use to identify the most central nodes of a graph are the coreness,

the eccentricity and the local transitivity, known also as the (local) clustering coefficient.
Coreness

The k-core of a graph G is defined as the maximum subgraph of G in which all nodes have at
least degree k. The coreness of a node of the graph G is k if it belongs to the k-core but not

to the (k + 1)-core.

Coreness has been used in the keyword extraction problem in order to find a group of

words that is the most representative in a text document (Rousseau and Vazirgiannis, 2013).
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1 core — — coreness 1 @

2 core ---- coreness 2 O

3 core - coreness 3 @

Figure 1.1': The coreness of each node of an illustrative graph

Eccentricity

The eccentricity of a node k in a graph G is the greatest geodesic distance between the
node k and any other node. It can be thought of as how far is a node from the node most
distant from it in the graph. The geodesic between two nodes n;, n; is the shortest path
linking n; and n;, as already presented in the definition of betweenness centrality in Section

1.1.

1 https://chaoslikehome.wordpress.com/tag/k-shell/
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The eccentricity can be considered as a centrality measure because the most central node
of a graph has the minimum eccentricity. The minimum and the maximum eccentricity of a

graph is called the radius and the diameter of the graph respectively.

1 core — — coreness 1 @

2 core ---- coreness 2 O

3 core - coreness 3 @

Figure 1.2: The selected node (in the green circle) is the node with the minimum eccentricity

in the graph of Figure 1.1

Clustering coefficient (local transitivity)

The local clustering coefficient of a node n; in a graph G quantifies how close the neighbors
of n; are to being a clique (complete graph). The local clustering coefficient of a node n; in a

directed graph is defined as:

|{ejk:nj, n, €N, ejx € E}| (1.23)
ki(ki—1)

Ci:
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where ej; is the link from node n; to ny, N;is the set of neighbours of n; and k; is the

degree of node n;.
In an undirected graph the formula is modified as follows:

B 2|{ejk:uj,uk EN, e € E}| (1.24)
L ki(k; —1)

1.3 Community detection

In this section we present selected graph clustering approaches into communities of nodes,
which can be used for large networks, in contradiction to the Girvan-Newman maximization
of modularity, presented below. We describe the Louvain method, the Infomap

minimization of codelength, the Walktrap, Fast greedy and Label propagation methods.
Girvan—Newman algorithm

The Girvan—-Newman community detection algorithm (Girvan and Newman, 2002; Newman
and Girvan, 2004) is a divisive hierarchical process, based on the edge betweenness
centrality measure (Freeman, 1977), which is calculated following Brandes (Brandes, 2001)
for a faster implementation. The edge betweenness determines the edges which are more
possible to link different communities. The edge with the highest edge betweenness is
removed and the other edges are re-assigned new edge betweenness scores. The process
generates a dendrogram with root node the whole graph and leaves the graph vertices. In
order to extract the detected communities, the modularity score is computed at each
dendrogram cut, so as to be maximized. The modularity has been defined as follows

(Newman and Girvan, 2004):

Q= Z(eii —ap), a= Z €ij (1.25)

J
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where e;; are the elements of a k X k summetric matrix and k is the number of
communities at which the graph is partitioned. The elements e;; are defined as the fraction

of all edges in the network that link vertices in community i to vertices in community j.
Modularity Maximization — Fast Greedy algorithm

The Girvan—Newman algorithm requires the maximization of a modularity function, as a
stopping criterion, for the optimal extraction of communities. However, in (Clauset et al.,
2004) an alternative hierarchical approach for community detection has been presented,
using the modularity function as an objective function to optimize. Initially, all nodes are
separate communities and any two communities are merged if the modularity increases.
The algorithm stops when the modularity is not increasing anymore. The modularity

function is defined as (Clauset et al., 2004):

L]

where A;; is the (i,j) element of the adjacency matrix, m is the number of edges in the

graph, k; is the degree of node i and §(i,j) is 1 if i = j and 0 otherwise.

The modularity Q may also be generalized to any null model with expected number of edges

between vertices i and j (Fortunato, 2010):

1 .. 1.27
Q =ﬁZ[Aij_Pij]5(L']) (1.27)
ij

The modularity maximization algorithm of (Clauset et al., 2004) is a faster method to detect
communities based on the modularity maximization, as proposed in the Girvan—Newman

community detection algorithm.
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Louvain method

The Louvain method (Blondel et al., 2008) is based on the maximization of the modularity Q
and involves two phases that are repeated iteratively. In the first phase, each node forms a
community and for each node i the gain of modularity is calculated for removing vertex i
from its own community and placing it into the community of each neighbor j of i. The
vertex i is moved to the community for which the gain in modularity becomes maximal. In
case the modularity decreases or remains the same, vertex i does not change community.
The first phase is completed when the modularity cannot be further increased. In the
second phase, the detected communities formulate a new network with weights of the links
between the new nodes being the sum of weights of the links between nodes in the
corresponding two communities. In this new network, self-loops are allowed, representing
links between vertices of the same community. At the end of the second phase, the first
phase is re-applied to the new network, until no more communities are merged and the

modularity attains its maximum.

Infomap method

The Infomap method (Rosvall and Bergstrom, 2008; Rosvall et al., 2010) is an information-
theoretic approach for community detection. The inventors of the Infomap method are
based on their previous work (Rosvall and Bergstrom, 2007), in which they showed that the
problem of finding a community structure in networks is equivalent to solving a coding
problem. In general, the goal of a coding problem is to minimize the information required
for the transmission of a message. Initially, Infomap employs the Huffman code (Huffman,

1952) in order to give a unique name (codeword) in every node in the network.

In contrast to the Louvain method, Infomap minimizes the Shannon information (Cover and
Thomas, 2012) required to describe the trajectory of a random walk on the network. A
global information minimum (in bits) for the description of the trajectory of a random
walk X on the network, withn states and corresponding probabilities p;, is given by

Shannon’s source coding theorem (Cover and Thomas, 2012):
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It (1.28)
H(X) = —z p;i log p;
i=1

which is the Shannon information of the random walk X.

The objective function, which minimizes the description length of a random walk on the
network (described by the corresponding sequence of codewords on each visited node), is
called the “map equation” (Rosvall and Bergstrom, 2008; Rosvall et al., 2010), and is

minimized over all possible network partitions M:

o (1.29)
L) = -H(D) + ) phHEPY)
i=1

The first term of Equation describes the entropy of the random walk movements between
communities and the second part is the entropy of movements within communities (exiting
the community i is considered a movement of the second term). The fraction of transitions
within the i-th community is denoted by pi, and H(P?) is the entropy of community P¢. The

probability g~ that the random walk switches communities on any given step is:

m
. (1.30)
q~=1- Z Py,
=1

1

The computational procedure followed for the minimization of L(M) is presented in the

supporting Appendix of (Rosvall and Bergstrom, 2008).

Other Methods

The Label Propagation method (Raghavan et al., 2007) initializes every node with a unique
label and at each step every node adopts the label that most of its neighbors currently have.
Hence, an iterative process is defined, in which densely connected groups of nodes form a
consensus on a label and communities are extracted. The Walktrap method (Pons and

Latapy, 2005) generates random short walks on the graph by simulating transitions between

35



nodes. Since short random walks tend to stay within the same community, it is possible to

detect communities using such random walks.

Other methods for community detection involve density-based approaches, which are able
to identify noise, i.e. nodes that do not belong to any of the communities. DBSCAN*
(Campello et al., 2013), the graph analogue of the well-established DBSCAN algorithm (Ester
et al.,, 1996), is such a density-based approach that could be applied to community
detection. Similarly to DBSCAN, it relies on two parameters: the density level € and a lower
bound MinPts for the number of nodes that may form a community. However, the
estimation of these parameters is not trivial, so in order to address this issue, and in
particular the estimation of MinPts, a DBSCAN*-Martingale approach has been proposed

(Gialampoukidis et al., 2016b), which involves the construction of a Martingale process.

36



Chapter 2. Bag of Words and Graph of Words

The Bag-of-Words model is presented in this chapter. It is based on a vector representation
of a text document using tf-idf scores, which are presented in Section 2.1. In this section,
the more general n-gram model representation is also reported, as well as the list of
stopwords that are removed when text documents are processed, before stemming. The
Graph-of-Words model follows, in which text is represented as a graph, where nodes are
words and links are added according to the co-occurrence of two words in a window of N

successive words.

2.1 Bag of Words

The Bag-of-words (BoW) model is a representation which used in Natural Language
Processing (NLP) and in Information Retrieval (IR). In this model, text is represented as a bag
which contains all text’s words free from grammar and word order. Word’s multiplicity is

the number of occurrences of a word in a document, known also as term frequency (tf).
Tf-idf scores and text retrieval

Term frequency (tf) scores are weighted by the inverse document frequency, to put less

weight in words that appear in many documents. The tfidf scores are defined as:
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N (2.1)

. Niq
tfidf,; =n—ldlog;
l

Nid .
where n#d is the term frequency and:
d

n;q = the number of occurrences of word i in document d
ng = the number of words in document d
n; = the number of occurrences of word i in the whole database

N = the total number of documents in the database

We note that the inverse document frequency of a word is given by the Shannon

Information (Cover and Thomas, 2012):

g|{d € D:word; € d}| (2.2)

N .
logn—i = i(word;) = —1lo N

Using tf-idf scores it is possible to represent text documents as vectors and to compare the
similarity between any pair of documents. Any function of tf and idf scores can be used to
retrieve text documents, in response to a query g. For example, the Okapi BM25 model
(Robertson and Zaragoza, 2009) is a BoW retrieval function, which have been used by
search engines to rank matching documents according to their relevance to a given query.
Given a query g that contains the keywords 95 4, the BM25 score of a document D

is:

n l’,D kl 1 (23)
score(D,q) = Z idf(q;) Mo D)+ ) D]
i=1 f(@uD) +ki(1=b+b avgdl

where, f(q;, D) is the term’s frequency defined as the number of times the query term q;
appears in the document D and |D| is the length of the document D in words (terms).
Moreover, avgdl is the average document length over all the documents of the collection,
kq and b are free parameters, usually chosen as k; = 2 and b = 0.75, and finally, idf (q;) is

the inverse document frequency weight of the query term q,, computed as:
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N —n(q;) +0.5 (2.4)
n(q;) + 0.5

idf(q;) = log

where, N is the total number of documents in the collection, and n(gq;) is the number of

documents containing q,.

Apart from text retrieval, the BoW model is also involved in document classification
methods, where the frequency of word appearance is used to train a classifier. Moreover,
BoW allows for comparing the similarity between any two text documents for clustering
problems. In the following, we present an example of a BoW representation of the

collection with the two documents:
(A) John likes to play football. George likes football too.
(B) John also likes to read books.

From the documents (A) and (B), the set of all unique words is extracted, so as to create a

vocabulary over the whole collection:

i n u

“John” “likes” “to” “play” “football” “George” “too” “also” “read” “books”

The term-frequency vectors of sentences (A) and (B) are:

(A)[1,2,1,1,2,1,1,0,0,0]
(B) [1,1,1,0,0,0,0,1,1,1]

and the corresponding tf-idf scores are:

(A) [0,-0.035,0,0.030,0,0.030,0.030,0,0,0]
(B) [0,-0.017,0.030,0,0,0,0,0.030,0.030,0.030]

Each number of the term frequency vectors is the multiplicity of the corresponding word.
For example in vector (A) the first number is “1” which means that in the first sentence the
word “John” appears one time. The second number is “2” which means that the second
word “likes” appears twice in the first sentence. This vector is independent of the order of

the words in the original document.
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Nice day. [1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]
; [1,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]

A verY nice day. [e,0,0,0,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]
John likes football. [,0,0,0,0,0,0,1,1,1,1,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]
. [0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1,1,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]
'\,’I'"f is good f°_" you to eat. [e,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,2,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0]
I’'m interested in this book. [0,0,1,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,1,1,1,1,1,0,0,0,0,0,0,0,0]
: [e,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1,1,0,0,0,0,0]

The car is near the tree. [0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1,1,0,0]
| have a pen and two books. [,6,1,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1]

| brush my teeth.
Give me a break.
That’s a good idea.

“nice” “day” “a” “very” “lohn” Sto pword
“likes” “football” “Milk” “is”
“good”

“for” “you” “to” “eat” “I” “am”
“interested” “in” “this” “book”
“the” “car” “near” “tree” “have

o

llpen"
“and” “two” “books” “brush”

7

llmv
“taeth” "give" "me” “break”
“that” “idea”

Figure 2.1: The BoW model for a list of sentences and the corresponding term frequency (tf)

vectors. The tf-idf scores are presented in Appendix A.

However, it is possible to consider pairs, triplets or n-tuples of words as “terms”, known as

word n-grams.

N-gram model

Apart from the BoW formulation using single words, the n-gram model extends the use of

single terms to pairs of words, triplets of words, etc. The n-gram model has as special case

the BoW formulation using single words forn = 1.

Using for example only the word frequency in a text (unigrams), the model will not reveal

the fact that after a name follows a verb in the text. The n-gram model can be used to

return this information, as shown in the following bigram example:

v

“John likes” “likes to” “to play

football” “football too”
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Stopwords

The problem of this method is that some words like articles “a”, “the” etc. have the highest
term frequency in the text, while they do not provide content for the document. In any
comparison of the similarities among text documents, these words are removed so as to
assist any clustering, classification or retrieval problem. These words are called “stopwords”
and there is no universal list of stopwords per language. However, some lists have been
created and are extensively used, such as the “SMART?” stopwords list and the list of English

stopwords in the “tm3” package in R*. The SMART stopword list is presented in Table 2.1.

A came from keep one sometime unto
a's can further keeps ones sometimes up
able can't furthermor kept only somewhat upon
e
about cannot g know onto somewhere us
above cant get knows or soon use
according cause gets known other sorry used
accordingly causes getting | others specified useful
across certain given last otherwise specify uses
actually certainly gives lately ought specifying using
after changes go later our still usually
afterwards clearly goes latter ours sub uucp
again Co going latterly ourselves such v
against com gone least out sup value
ain't come got less outside sure various
All comes gotten lest over t very
allow concerning greetings let overall t's via
allows consequently | h let's own take viz
almost consider had like p taken Vs
alone considering hadn't liked particular tell w
along contain happens likely particularly tends want
already containing hardly little per th wants
also contains has look perhaps than was
although corresponding hasn't looking placed thank wasn't
always could have looks please thanks way
Am couldn't haven't Itd plus thanx we
among course having m possible that we'd

2 http://imlir.csail.mit.edu/papers/volume5/lewis04a/all-smart-stop-list/english.stop
3 https://cran.r-project.org/web/packages/tm/index.html
4 https://www.r-project.org/
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amongst currently he mainly presumably that's we'll

An D he's many probably thats we're
And definitely hello may provides the we've
another described help maybe q their welcome
Any despite hence me que theirs well
anybody did her mean quite them went
anyhow didn't here meanwhile qv themselves were
anyone different here's merely r then weren't
anything Do hereafter might rather thence what
anyway does hereby more rd there what's
anyways doesn't herein moreover re there's whatever
anywhere doing hereupon most really thereafter when
apart don't hers mostly reasonably thereby whence
appear done herself much regarding therefore whenever
appreciate down hi must regardless therein where
appropriate downwards him my regards theres where's
Are during himself myself relatively thereupon whereafter
aren't E his n respectively these whereas
around each hither name right they whereby
As edu hopefully namely 3 they'd wherein
aside Eg how nd said they'll whereupon
Ask eight howbeit near same they're wherever
asking either however nearly saw they've whether
associated else i necessary say think which

At elsewhere i'd need saying third while
available enough i'll needs says this whither
away entirely i'm neither second thorough who
awfully especially i've never secondly thoroughly who's

B Et ie nevertheless see those whoever
Be etc if new seeing though whole
became even ignored next seem three whom
because ever immediate nine seemed through whose
become every in no seeming throughout why
becomes everybody inasmuch nobody seems thru will
becoming everyone inc non seen thus willing
been everything indeed none self to wish
before everywhere indicate noone selves together with
beforehand Ex indicated nor sensible too within
behind exactly indicates normally sent took without
being example inner not serious toward won't
believe except insofar nothing seriously towards wonder
below F instead novel seven tried would
beside Far into now several tries would
besides few inward nowhere shall truly wouldn't
best fifth is o she try X
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better first isn't obviously should trying y
between five it of shouldn't twice yes
beyond followed it'd off since two yet
both following it'll often six u you
brief follows it's oh so un you'd
But for its ok some under you're
By former itself okay somebody unfortunately your

C formerly j old somehow unless yourself
c'mon forth just on someone unlikely z

c's four k once something until zero

Table 2.1: SMART stopwords list

2.2 Graph of Words

Graph of words (GoW) is the representation of a text document as an unweighted directed
graph (Rousseau and Vazirgiannis, 2013), where its nodes represent terms (words). Given a
window of N successive words in a document, all terms in the window are mutually linked

and each edge represents the co-occurrence of a pair of terms in the window set.

The graph is directed and each edge direction represents term order. For example, in the

case of three-term window, the first term is linked with the two following terms.

In Figure 2.2 we present the GoW representation of the boxed sentence above, where text

is tokenized, lowercased and a window of size N = 3 is adopted.

In the following chapter, we shall apply the GoW model in keyword extraction and we shall
compare its performance with the keywords extracted by the BoWw model, as the most

frequent terms in a document.
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In mathematics, and more specifically in graph theory, a graph is
a structure amounting to a set of objects in which some pairs of

the objects are in some sense “related”

amounting

Figure 2.2: GoW representation of the graph definition from Wikipedia®

5> https://en.wikipedia.org/wiki/Graph (discrete mathematics)
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Chapter 3. Application to keyword extraction

In this chapter we apply the BoW and the GoW models in the keyword extraction problem.
We compare their performance in two publicly available datasets using the evaluation
measures Precision@10, mean Average Precision and Jaccard coefficient, which are
introduced in Section 3.2. The comparison is done using the centrality measures and
communities, presented in Chapter 1 and listed in Section 3.1. We selected these methods
as the most prominent methods to identify central nodes in a graph or network. The
selected evaluation measures have been used in the literature to evaluate the results of
retrieval problems and Jaccard similarity is able to compare the similarity of any two sets of

words. Experiments on two public datasets are presented in Section 3.4.

3.1 Methods

The methods we have selected for comparison are grouped into two main categories.
Firstly, centrality measures on the formulated Graph-of-Words (GoW) and more general
centrality-based scores (transitivity, coreness, high term frequency score) are employed,
since they are able to rank all words in a document from the most central to the less
central, according to their score in the GoW representation. Secondly, community detection
algorithms on the GoW provide the largest community that contains the key nodes (words)

in the GoW.
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Betweenness centrality has been used in the context of keyword extraction (Beliga et al.,
2014), as well as the closeness centrality (Abilhoa et al., 2014), the degree centrality (Lahiri
et al., 2014), Eigenvector centrality (Boudin, 2013) and PageRank (Tsatsaronis et al., 2010).
In addition, eccentricity (Xie, 2005) and coreness, transitivity (known also as clustering
coefficient) and Term-Frequency (TF) scores have been examined in keyword extraction

(Lahiri et al., 2014).

In this chapter, we also examine the performance of the following centrality measures in

the keyword extraction problem:

o Mapping Entropy (Nie et al., 2016)
o Mapping Entropy Betweenness (MEB) (Gialampoukidis et al., 2016a)
o Mapping Entropy Closeness (MEC)

Contrary to the Edge Betweenness modularity maximization method has been used to
extract communities of words (Grineva et al.,, 2009) Moreover, we examine the
performance of the community of words, in the GoW representation, as extracted by the

following approaches, which have been discussed in Chapter 1:

o Fast greedy (modularity maximization)
o Infomap (codelength minimization)

o Label Propagation

o Louvain (modularity maximization)

o Walktrap (random walks)

The results are presented in the following section.

3.2 Evaluation measures

Let C be the collection of documents and we denote by R the set of retrieved results with
respect to the query g. We also denote by T the set of relevant documents, in terms of the

annotation which is provided by the ground truth.
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Definition 3.1. Precision is defined as the fraction of retrieved instances R from the

collection C that are relevant to the query q.

Precision uses all retrieved documents, but it can also be computed at a given threshold of
the top-n results returned by the system and it is called precision at n, usually denoted as

P@n.
Mathematically, precision is formulated as follows:

|relevant documents| N |retrieved documents| |T NR| (3.1)

recision =
P |retrieved documents| |R|

where the nominator is the number of retrieved documents which are also relevant to the

qguery and the denominator is the total number of all returned results.

Average precision

Average precision is a measure that is not set oriented and is affected by the order of
relevant documents. It does not take into account only the number of retrieved documents
which are relevant, but also their position in the ranking of the returned results. Average

Precision (AP) is defined as:

_ Yn-1P@n (3.2)

AP
R

where n is the rank of each relevant document, R is the total number of relevant
documents, and P@n is the precision of the top-n retrieved documents.
mean Average Precision

Given a set of Q queries, mean Average Precision (mAP) is defined as the mean of all

Average Precision scores for each query:

_ Te-14P(@) (3.3)

mAP
Q

where, AP(q) is the Average Precision for the query q.
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Definition 3.2. Recall is defined as the fraction of relevant instances that are retrieved |7 N

R| from the collection C to the total number of relevant documents 7"

" |relevant documents| N |retrieved documents| |T N R| (3.4)
recall = =

|relevant documents| A

It is trivial to achieve recall of 100% by returning all documents in response to any query,

where all relevant documents are retrieved:

TRl |T| (3.5)

recall = =— =
17| 17|

Therefore, recall alone is not enough and one needs to combine precision and recall, as

done, for example, in the measure of F; score.

Definition 3.3. F;-score is defined as a measure that combines precision and recall as

follows:

P precision * recall (3.6)
L=

precision + recall

F, score is approximately the average of precision and recall when they are close, and is

more generally the harmonic mean.

Jaccard similarity

The Jaccard index, also known as the Jaccard similarity coefficient, is a statistic used for
comparing the similarity of two sample sets and is defined as the size of the intersection

divided by the size of the union of the sample sets:

|AnB| (3.7)
|AUB|

J(A,B) =
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3.3 Dataset Description

The datasets we have selected for comparison are, firstly, the Fao780° dataset which
contains 779 documents and the CiteULike1807 dataset with 183 text documents, tagged by
152 taggers. The CiteULike dataset has 183 publications crawled from CiteULike, and
keywords assigned by different CiteULike users who saved these publications. The other
dataset, FAO780, has 779 FAO publications with Agrovoc terms from official documents of

the Food and Agriculture Organization of the United Nations (FAO).

3.4 Settings

Firstly, we remove punctuation and we transform all letters to lowercase. Numbers are also
removed, as well as the English stopwords, which are common words that are repeated
(e.g. “the”, “a”, “and”) without adding meaning to the document, as already presented in
Section 2.1 (SMART stopwords list). Moreover, we stem each word, i.e. we remove the
ending of the word, so as to keep only the word’s stem. Afterwards, we construct the graph
of words, which has as nodes the words of our document. Two nodes take link if a word

follows the other, i.e. any two terms of a bi-gram (N=2) are connected. We also examine the

performance of the keyword extraction problem, by linking the terms of tri-grams (N=3).

In all datasets, we keep the top-20 keywords for each selected centrality score
(Betweenness, Closeness, Degree, Eigenvector, Page Rank, Mapping Entropy, MEB, MEC,
Coreness, Transitivity, Eccentricity) and for the top-20 most frequent terms (TF scores). In
the case of the most informative community of the constructed graph of words, we use five
prominent community detection algorithms (Fast greedy, Infomap, Label Prop, Louvain and

Walktrap).

6 https://github.com/zelandiya/keyword-extraction-datasets
7 https://github.com/snkim/AutomaticKeyphraseExtraction
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3.5 Results

FAO documents have more unstructured text than CiteULike documents, as shown in
Appendix C, where we present two sample text documents from these datasets. In the case
of structured text (CiteULike), we observe that the GoW representation performs better
than the simple statistical term frequency scores. On the other hand, in the FAO dataset, TF
scores count the most frequent words and are able to identify the most critical words in
each document. In structured text, the order of words is very important because links are
added between a word and its N successive words. Hence, the GoW is superior to the Bag of

Words representation in the case of structured sentences.

Given the GoW representation, we observe that when N=3 the results are better than N=2,
where N is the number of successive words that are linked to any word. However, the
linking of more words than N=3 successive words, makes the graph of words almost

complete, so centralities become identical and the graph has only one community (all the

graph).

Among the centrality measures, closeness centrality performs better than the other
measures. In the case of N=2, Mapping Entropy Betweenness centrality has larger Jaccard

index than all other methods.

Among the community detection approaches, the Infomap communities contain the most
important words on average and therefore obtain higher Jaccard, Average Precision and

P@10.

Community detection approaches are not superior to centrality scores, in all cases

examined.

Our proposed Mapping Entropy Closeness (MEC) centrality measure is the second most
performing keyword extraction approach, in the case of Jaccard index, following the

Mapping Entropy Betweenness (MEB) scores.
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N=2 Citeulike180 Fao780

Method Jaccard Average Precision P@10 Jaccard Average Precision P@10
Betweenness 0.1531 +0.0598 0.3795 £ 0.1401 0.3486 + 0.1398 0.1619 £ 0.0734 0.3459 £ 0.1500 0.3112 £ 0.1473
Closeness 0.1531 £ 0.0622 0.3890 + 0.1425 0.3552 +0.1413 0.1656 + 0.0781 0.3565 £ 0.1547 0.3212 £+ 0.1540
Degree 0.1566 + 0.0611 0.3842 £ 0.1390 0.3492 £ 0.1410 0.1671 £ 0.0777 0.3533 £ 0.1538 0.3208 £ 0.1508

Eigenvector

0.1446 £+ 0.0659

0.3606 £ 0.1453

0.3525+0.1421

0.1649 £ 0.0792

0.3526 £ 0.1570

0.3158 £ 0.1549

Page Rank

0.0508 £+ 0.0313

0.3831 £ 0.1399

0.3492 £ 0.1410

0.1669 £ 0.0772

0.3488 £+ 0.1530

0.3173 £ 0.1503

Mapping Entropy

0.1557 £ 0.0613

0.3821 £ 0.1394

0.3519 £ 0.1406

0.1669 £+ 0.0780

0.3515 £ 0.1533

0.3191 £ 0.1502

MEB 0.1598 + 0.0625 0.3860 + 0.1378 0.3530 £ 0.1354 0.0674 £ 0.0451 0.1762 £ 0.1180 0.1469 £ 0.1009
MEC 0.1567 £ 0.0622 0.3839 £ 0.1389 0.3503 £ 0.1402 0.0678 £ 0.0460 0.1753 £0.1178 0.1477 £ 0.1009
Coreness 0.1098 £ 0.5110 0.2857 £ 0.1364 0.3508 £ 0.1568 0.0839 +0.0487 0.1802 £ 0.0994 0.2855 £ 0.1556
Transitivity 0.0000 £ 0.0000 0.0182 £ 0.0469 0.0164 £ 0.0426 0.0067 £ 0.0154 0.0221 £+ 0.0559 0.0171 £ 0.0422

Eccentricity

0.0015 £ 0.0062

0.0026 £+ 0.0157

0.0027 £ 0.0163

0.0003 £+ 0.0033

0.0004 £+ 0.0054

0.0004 + 0.0062

TF score 0.1613 £ 0.0648 0.3877 £ 0.1421 03530+ 0.1386 | 0.1781+0.0843 | 0.3725+0.1603 | 0.3392 +0.1614
Fast greedy 0.0215 + 0.0164 0.0649 + 0.0500 0.1656 + 0.1459 | 0.0100+0.0116 | 0.0297 +0.0303 | 0.1163 +0.1114
Infomap 0.0402 + 0.0248 0.1258 + 0.0762 0.2749 +0.1770 | 0.0205+0.0220 | 0.0586+0.0581 | 0.2258 + 0.1462
Label Prop 0.0158 + 0.0088 0.0411 + 0.0203 0.2754+0.1693 | 0.0074+0.0069 | 0.0219+0.0153 | 0.2100 + 0.1420
Louvain 0.0193 + 0.0167 0.0600 + 0.0538 01421 + 0.1415 0.0107 + 0.0130 | 0.0320 +0.0359 | 0.0992 + 0.1054
Walktrap 0.0332 + 0.0171 0.0941 + 0.0459 0.3060 + 0.1846 | 0.0176+0.0173 | 0.0504 +0.0412 | 0.2144 + 0.1439
Table 3.1: Jaccard, Average Precision and P@10 results for linking N=2 successive words

N=3 Citeulike180 Fao780

Method Jaccard Average Precision | P@10 Jaccard Average Precision P@10

Betweenness 0.1609 + 0.0633 | 0.3854+0.1431 | 0.3519+0.1441 | 0.1671+0.0748 | 0.3568 + 0.1505 0.3213 + 0.1504

Closeness 0.1658 + 0.0617 | 0.4034 +0.1447 | 0.3776 +0.1490 | 0.1731+0.0819 | 0.3678 + 0.1560 0.3326 + 0.1558

Degree 0.1648 £ 0.0621 | 03993 £0.1406 | 0.3661+0.1404 | 0.1744 +0.0806 | 0.3671+0.1543 0.3304 + 0.1532

Eigenvector

0.1542 £+ 0.0629

0.3791 £ 0.1445

0.3448 + 0.1428

0.1711 £ 0.0818

0.3662 + 01589

0.3291 £ 0.1590

Page Rank

0.1645 £ 0.0662

0.3982 + 0.1401

0.3678 £+ 0.1395

0.1740 £ 0.0807

0.3641 £ 0.1542

0.3286 £ 0.1530

Mapping Entropy

0.1644 + 0.0632

0.3974 + 0.1404

0.3650 + 0.1394

0.1746 + 0.0807

0.3662 + 0.1544

0.3295 £ 0.1540

MEB 0.1638 £ 0.0619 0.3963 + 0.1397 0.3661 £ 0.1435 0.1723 £ 0.0776 0.3627 £ 0.1527 0.3293 £0.1530
MEC 0.1648 + 0.0636 0.3886 + 0.1407 0.3683 £ 0.1402 0.1745 £ 0.0803 0.3671 £+ 0.1544 0.3295 £ 0.1527
Coreness 0.1066 + 0.0481 0.2637 £ 0.1208 0.3694 + 0.1682 0.075 £ 0.0440 0.1595 + 0.0848 0.2796 £ 0.1542
Transitivity 0.0015 + 0.0062 0.0025 £+ 0.0161 0.0022 £+ 0.0147 0.0001 £ 0.0050 0.0015 £ 0.0130 0.0014 +0.0118
Eccentricity 0.0016 + 0.0067 0.0022 £+ 0.0124 0.0033 £0.0179 0.0006 £ 0.0045 0.0010 £ 0.0090 0.0006 £ 0.0080

TF score 0.1613 £ 0.0648 0.2637 £ 0.1208 0.3530 £0.1386 | 0.1781 + 0.0843 0.3725 +0.1603 0.3392 +0.1614
Fast greedy 0.0196 + 0.0146 0.0565 £ 0.0399 0.1792 £ 0.1475 0.0086 + 0.0098 0.0255 £ 0.0257 0.1167 £ 0.1169
Infomap 0.0283 + 0.0167 0.0865 + 0.0490 0.2995 £ 0.1903 0.014 £ 0.0145 0.0407 £ 0.0393 0.2248 £+ 0.1423
Label Prop 0.0151 £ 0.0077 0.0394 £ 0.0181 0.2689 £ 0.1696 0.0072 £ 0.0066 0.0216 £ 0.0147 0.2089 £ 0.1412
Louvain 0.0160 £ 0.0154 0.0464 + 0.0444 0.1235 £ 0.1294 0.0098 £ 0.0111 0.0288 £ 0.0298 0.1141 £ 0.1166
Walktrap 0.0280 + 0.0166 0.0809 £ 0.0436 0.2891 £ 0.1895 0.0140 £ 0.0136 0.0414 £ 0.0347 0.1979 £ 0.1418

Table 3.2: Jaccard, Average Precision and P@10 results for linking N=3 successive words
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Chapter 4. Text clustering

In this chapter we present popular clustering approaches that have been used in the
context of text clustering. Firstly, a density-based algorithm called DBSCAN is reported and
secondly, k-means clustering is presented. Hierarchical clustering is thirdly presented and
finally we refer to Latent Dirichlet Allocation as a well performing method in topic modeling.
Evaluation measures in clustering are also described, such as Normalized Mutual
Information, Variation of Information, Rand and adjusted Rand indices. Finally, we examine
which of the clustering approaches perform better in a public dataset of news articles, as

well as in a collection of Twitter posts in the short text clustering problem.

4.1 Methods
Density-based clustering

The DBSCAN algorithm is one of the first approaches in density-based clustering (Ester et al.,
1996). It is based on the definition of core, border and noise points, which are defined using
the notion of reachability. Density-reachable and directed density-reachable points (items)

are defined with respect to the parameters € and MinPts.

Definition 4.1: (s-neighborhood of a point) The g-neighborhood of a point p, denoted by
N¢(p), is defined by N.(p) = {q € D|dist(p,q) < €} and D is the set of all points.
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Instead of requiring for each point in a cluster having at least a minimum number (MinPts)
of points in an e-neighborhood of that point, border points also appear. There are two kinds
of points in a cluster, points inside of the cluster (core points) and points on the border of
the cluster (border points). The difference between core and border points is visualized in

Figure 4.1.

Figure® 4.1: Border, core and noise points in DBSCAN.

An e-neighborhood of a border point contains significantly less points than an e-
neighborhood of a core point. Hence, DBSCAN would have to set the minimum number of
points to a relatively low value in order to include all points belonging to the same cluster.
DBSCAN requires that for every point p in a cluster C there is a point g in C, so that p is
inside of the e-neighborhood of g and N¢(q), contains at least MinPts points. This

definition is elaborated in the following.

Definition 4.2: (directly density-reachable) A point p is directly density-reachable from a

point g with respect to €, MinPts if

D p € Ne(q)
2) |N¢(q)| = MinPts (core point condition).

8 https://en.wikipedia.org/wiki/DBSCAN
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Obviously, directly density-reachable is symmetric of or pairs of core points. In general,

however, it is not symmetric if one core point and one border point are involved.

Definition 4.3: (density-reachable) A point p is density reachable from a point g with
respect to € and MinPts if there is a chain of points p;..... PPt = 4, Pn = p such that

Di4 is directly density-reachable from p;.

Density-reachability is a canonical extension of direct density-reachability. This relation is
transitive, but it is not symmetric. Although not symmetric in general, it is obvious that

density-reachability is symmetric for core points.

The lack of symmetry in both border and core points requires the definition of density-
connectivity, so that any two border points in the cluster are related. The motivation of the
following definition comes from the fact that two border points of the same cluster C are
possibly not density reachable from each other. However, there must be a core point in C

from which both border points of C are density-reachable.

Definition 4.4: (density-connected) A point p is density connected to a point g with respect
to € and MinPts if there is a point o such that both, p and q are density-reachable from o

with respect to € and MinPts.

Density-connectivity is a symmetric relation. Using Definitions 4.1, 4.2, 4.3, 4.4 the density-
based notion of a cluster is defined to be a set of density connected points which is maximal

with respect to density-reachability:

Definition 4.5: (cluster) Let D be a collection of points in any n-dimensional space. A cluster
C with respect to € and MinPts is a non-empty subset of D satisfying the following
conditions:

1) Vp,q:if p € C and q is density-reachable from p with respect to €, MinPts, then q € C.

2) Vp, q € C:p is density-connected to g with respect to € and MinPts.

Noise is defined relative to a given set of clusters, as the set of points in D which does not

belong to any of its clusters.
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Definition 4.6: (noise) Let C, ..., C; be the clusters of the database D with respect to
parameters €; and MinPts;,i = 1..... k. Then we define the noise as the set of points in

the database D not belonging to any cluster C;, i.e. noise={p € D|V i:p & C;}.

Remark: A cluster C with respect to € and MinPts contains at least MinPts points.

The cluster is non-empty by definition and therefore it has at least one point p, that is
density-connected to itself via some point 0. Thus, o has to satisfy the core point condition,

i.e. there is an e-neighborhood of o that contains at least MinPts points.

The DBSCAN algorithm discovers a cluster in a two-step approach given the parameters €
and MinPts. Firstly, DBSCAN chooses an arbitrary point from the collection of points,
satisfying the core point condition, as a seed. Secondly, DBSCAN retrieves all points that are
density-reachable from the seed, obtaining the cluster containing the seed. These two steps

are repeated until all points are either assigned to a cluster or marked as noise.

Figure 4.2: An example of a patent image and its segmentation into clusters by DBSCAN

using one color per cluster.
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Hierarchical clustering

Strategies for hierarchical clustering are two:

e Agglomerative is a “bottom up” approach. Each observation starts in its own cluster
and pairs of clusters are merged as one moves up the hierarchy.
e Divisive is a “top down” approach. All observations start in one cluster, and clusters

are split recursively as one moves down the hierarchy.

In both cases, the results are presented in a dendrogram. More specifically, agglomerative
hierarchical clustering is performed as follows. Given a set of N items to be clustered and

N X N distance matrix, the process of Johnson’s (1967) hierarchical clustering in this:

1. Start by assigning each item in its own cluster, so that if you have N items, you have
N clusters each containing just one item.

2. Find the distance for any pair of items they contain

3. Find the closest pair of clusters and merge them into a single cluster, so that you
have one less cluster

4. Compute distances between the new cluster and each of the old clusters

5. Repeat 3+4 until all items are clustered into a single cluster of size N
OXOXOXOXOXE
SENNC
@dﬁ)

Figure 4.3: Hierarchical agglomerative clustering example®

2 https://upload.wikimedia.org/wikipedia/commons/a/ad/Hierarchical clustering simple diagram.svg
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Alternative to the agglomerative hierarchical clustering is the divisive approach. In this
method we initially assign all of the observations to a single cluster and we proceed

recursively by splitting each cluster, until there is one cluster for each observation.

K-means clustering

k-means clustering groups points on a n-dimensional space into k clusters. The purpose of
k-means algorithm is to minimize the overall variance within each group, measured by the

square error function:

(4.1)

Where there are k clusters S;,i = 1,2, ..., k and u is the central point.

Set the number of clusters
Random creation k-clusters and choose of central points of the clusters
Transfer each point to the central of the nearest cluster

Calculation of new central points

v A o NdoE

Repeat until it converges

. . . .
s, 3 2 sk
@ ® a N 2
o ] Q@ [ ] L poed
s . N
O o D%

Figurel® 4.4: Clustering 12 points into 3 clusters by k-means clustering

The quality of the solution depends on the initial set of clusters, i.e. the initial selection of
the k-centers. The algorithm tends to converge quickly but the number of clusters should be

defined from the beginning of the algorithm.

10 https://en.wikipedia.org/wiki/K-means_clustering
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In R, the algorithm of Hartigan and Wong (1979) is the default algorithm. K-means is usually
referred to a specific algorithm rather than the general method (MacQueen, 1967) but
sometimes that given by Lloyd (1957) and Forgy (1965). Trying several random starts is

often recommended, due to the randomness of the initial choice of centers.

Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA) is a generative probabilistic topic model, which has been
introduced in the context of text clustering (Blei et al., 2003). It is assumed that documents
are represented using the Bag-of-Words (unigrams, n-grams, etc.) model and that each
topic is a distribution over terms (words) in a fixed vocabulary. Each topic contains different
words with different probabilities and each topic is characterized by a distribution over
words. Note that the order of words does not matter and that “topic” is a distribution over
terms. The word frequencies are observed variables, which are used to estimate topic
distributions based on the statement that Dirichlet!! distribution is the conjugate prior!?

distribution of the multinomial distribution, defined as follows:

n! (4.2)
f (X1, X2 o) X G D1, P2y e PR) = mpfﬁ?? S
where
k k (4.3)
le =n and Zpl =1

LDA has been generalized to nonparametric Bayesian approaches, such as the hierarchical
Dirichlet process (Teh et al., 2004) and DP-means (Kulis and Jordan, 2011), which predict the
number of topics. The extraction of the correct number of topics is equivalent to the
estimation of the correct number of clusters in a dataset and the majority vote among 30

clustering indices has recently been proposed in (Charrad et al., 2014) as an indicator for the

1 https://en.wikipedia.org/wiki/Dirichlet distribution
12 https://en.wikipedia.org/wiki/Conjugate prior
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number of clusters in a dataset. Recently, a density-based clustering approach has been
introduced, namely DBSCAN-Martingale (Gialampoukidis et al., 2016d), which clusters bi-
grams to first estimate the number of topics and then assign text documents to topics using

Latent Dirichlet Allocation on the set of all extracted unigrams.

4.2 Evaluation measures

For the evaluation of clustering the most popular measures are the Normalized Mutual
Information, Rand Index, Adjusted Rand Index and Variation of Information. Let us suppose
two partitions of the dataset C = (Cy,Cs,,...,Cx) and C' = (C{,Cy,...,Cy,) and their
corresponding number of clusters k and k'. Let also N be the number of items — points, and
Ny, n;cl the number of items which are both of two clusters C; and C;. Evaluation measures
belong in two main categories; pair counting measures and evaluation measures based on

information theory.
Pair counting measures involve Rand Index and adjusted Rand Index.

Rand index

Measures which based on pair counting depends on number of pairs of items, which are at
the same cluster in both of two clusters. Specifically N;4 is defined as the number of pairs of
items which are at the same cluster in both partitions, where N;y(Np) is the number of
pairs of nodes which are in the same cluster at partition C(C’') and at different cluster in
partition C'(C), and Ny, is the number of pairs of items which are at different clusters at

both partitions. In total:
Nll + NOO + NlO + N01 = n(n - 1)/2 (44)

Rand (1971) defined Rand Index measure as the ratio of the number of pairs of items which

are on both partitions to the total number of pairs of items:

Ni1 + Ny _ 2(Ny; + Noo) (4.5)
N11 +N00 +N10 +N01 n(n_ 1)

R(C,C") =
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Adjusted Rand Index

Hubert and Arabie (1985) define the Adjusted Rand Index:

R(C,C") —E|[R .
AR(C,C") = ( n _)E[R][ | (4.6)
i () - e (e (RO

Ny

= n T Mg n , n
2 () + 2 (172 = 1 (s, (3G
Where E[R] is how similar are which expected due to luck. There are three cases:

e AR = 0 if clusters are independed
e AR = 1 if clusters are same

e AR < 1 ifthere is strong deviation

Measures which based on information theory have as central idea the fact that if two
partitions are very close, then the necessary information amount for one partition given the
other is small.

Mutual information

If we choose random an item from a cluster, how much is the uncertainty about the cluster
that it belongs to? Assuming that each node has the same probability to be chosen, then the

probability of a chosen item to be in the cluster Cy, is:

P(k) = 7’;_k (4.7)

Hence, there is a discrete variable which take values K and linked to cluster C. The

uncertainty is equal to the Shannon entropy of this variable:

K (4.8)
H(C) = — Z P()logP (k)
k=1

Entropy takes always negative values. Takes 0 only in case of there is not uncertainty, ie in

case of the cluster C has only one community. Entropy counts in bits, if the uncertainty is 1
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bit K = 2 and P(1) = P(2) = 0.5. Uncertainty is not depended on the number of items,

but it depends on rate of items which belongs in each cluster.
Mutual information between two partitions C and C’ is given by the formula:

K K (4.9)

P(k, k'
1€.C0= 3 ) Pk oy s
k=1k'=1

where P(k) is the probability distribution of random variable which linked to cluster C and
(k,k) =|C, nCyr|/n , the common probability distribution of random variables of

clusters.

Mutual information is the information for a partition given the information for the other. If
we know the uncertainty H(C’), with which an item belongs to a cluster in cluster C’, and if
we also know in which cluster belongs the same item in cluster C, then the increase of

uncertainty in cluster C’ is equal to I(C, C").
Mutual information between two clusters C and C’ is

1(C,C") = H(C) — H(C|C") = H(C") — H(C'|C) = H(C) + H(C") — H(C,C") (4.10)
= H(C,C") — H(C|C") — H(C',C)

where H(C) and H(C’) are entropies of C and C’, H(C,C’) = H(C) + H(C'|C) = H(C") +
H(C|C") is the jointly information, H(C|C") and H(C’|C) are the conditional entropies of C

and C’. Mutual information of two random variables is always no negative and symmetrical
I(c,cy=1(c',c)=0 (4.11)
Moreover, mutual information cannot be larger than entropy’s value:

1(C,C") < min(H(C), H(C")) (4.12)
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Normalized Mutual Information

Mutual information, as a similarity measure between two cluster structures is not suitable
as a universal evaluation measure. Danon et al., (2005) proposed the normalized mutual
information as a similarity measure of two partitions. Based on the construction of a
confusion matrix A, in which rows corresponded to known clusters and columns to clusters
which coming from a partitioning (clustering) algorithm. Each A;; of the matrix A
corresponds to the number of items of known cluster i which there are in detected in

cluster j. From this matrix we compute normalized mutual information as follows:

_ZZCA12CB Aulog(jv ) (4.13)

NMI(C,C") =
Z Nlog( ) Z A_ﬂog(%)

where C4 and Cy is the number of known detected communities, A4; Is the sum of elements
of i row, A; is the sum of elements of j column. Normalized mutual information, gets
maximum value NMI(C,C’) = 1, in case that the two partitions are exactly the same and

gets the value NMI(C, C’) = 0 in case of the two partitions C, C’ are completely different.

Variation of Information

Variation of information (VI) adopted from (Meila 2003) as a similarity measure of two

clusters and it is defined as:
VI(C,C") =H(C)+ H(C")—2I(C,C") (4.14)
It could also be written as:

VI(C,C") =[H(C)—I(C,CH]+[H(C") —I(C,C] (4.15)
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Two of summary terms correspond to under condition entropies H(C\C") and H(C'\C). The
first term give us the information amount which we loose on cluster C, going from C to C’,

and the other term give us the information amount which we win on C’, going from C to C’.

H(C) H(C')

H(C\C') ) | H(C\C)

vI(c,C’)

Figure 4.5: Venn diagram for the demonstration of Variation of Information (VI)

Moreover, it holds that VI(C,C") = H(C|C") + H(C'|C), where H(C|C") = H(C) — I(C,C")
and H(C'|C) =H(C'") —I(C,C") the under condition entropies of two clusters. Variation
of information is non negative and symmetric VI(C,C") = VI(C',C) = 0 while it is
VI(C,C') =0 if only two partitions are the same. Variation of information gets the
maximum value I(C,C") = logn , when giving partition C’, we do not get any information
for cluster C and opposite, giving partition C, we do not get any information for the

partition C’, i.e. when:
I1(C,c")=0 (4.16)

VI’s value does not depend on the number of items, but on the percentage of items which
belong to each cluster. Variation of information sums the amount of information which is
needed in order to descript partition C, when it is known partition C’ and its information

amount which is needed in order to describe the partition C’ when C is known. Its maximum
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value ‘is VI(C,C") = logn, where n is the number of nodes of network. To compare

different size networks is possible to normalize VI with logn.

4.3 Application in clustering news articles into topics

We compare the above methods with the community detection of the GoW representation.

Dataset description

The dataset we use for comparison are downloaded from online resources!3. The
WikiRef220 dataset contains 220 news articles, which are references to specific Wikipedia
pages. The selected topics of the WikiRef220 dataset (and the number of articles per topic)
are Paris Attacks November 2015 (36), Barack Obama (5), Premier League (37), Cypriot
Financial Crisis 2012-2013 (5), Rolling Stones (1), Debt Crisis in Greece (5), Samsung Galaxy
S5 (35), Greek Elections June 2012 (5), smartphone (5), Malaysia Airlines Flight 370 (39),
Stephen Hawking (1), Michelle Obama (38), Tohoku earthquake and tsunami (5), NBA draft
(1), U2 (1), Wall Street (1). The topics Barack Obama, Cypriot Financial Crisis 2012-2013,
Rolling Stones, Debt Crisis in Greece, Greek Elections June 2012, smartphone, Stephen
Hawking, Tohoku earthquake and tsunami, NBA draft, U2 and Wall Street appear no more
than 5 times and therefore, they are regarded as noise. The remaining 5 topics of

WikiRef220 are:

e Paris Attacks November 2015
e Premier League

e Malaysia Airlines Flight 370

e Samsung Galaxy S5

e Michelle Obama

13 https://www.multisensorproject.eu/achievements/datasets/
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The WikiRef186 dataset (4 topics) is the WikiRef220 without 34 documents related to
“Malaysia Airlines Flight 370” and the WikiRef150 dataset (3 topics) is the WikiRef186

without the 36 documents related to “Paris Attacks”.

Settings

In these three datasets we apply five most popular clustering methods (DBSCAN, k-means,
hierarchical clustering, LDA, graph-based clustering) and then we evaluate them with four
indices, namely NMI, VI, Rand and Adjusted Rand, which have been presented in Section
4.2. We remove punctuation, numbers and stopwords, we transform all letters to

lowercase, and we stem each word.

In k-means clustering and in LDA, the number of clusters is determined from the number of
clusters in each dataset, known a priori from its ground-truth annotation. In DBSCAN
clustering, we adopt the parameters of MinPts and & which are obtained from

(Gialampoukidis et al., 2016d), and we keep the best performance per density level €.

The best performance for the hierarchical clustering is achieved at the height (h) in which

the maximum NMI score is attained, as demonstrated in Figure 4.6.
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Figure 4.6: NMI diagrams for each height h of the dendrogram cut.

In Figure 4.7 we present an alternative clustering approach based on a graph of items,
combined with a community detection algorithm (modularity maximization) that clusters all
items into communities. The graph is formulated from the mutual (Euclidian) distances of all

items using a threshold distance to link or not link any two items (nodes). This clustering
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approach shall be called Louvain, since the adopted community detection algorithm is
based on the maximization of modularity. The best performance for the Louvain clustering
is achieved at the threshold in which the maximum NMI score is attained, as demonstrated

in Figure 4.7.
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Figure 4.7: NMI diagrams for each distance threshold.

Results

In Table 4.1 we present the evaluation results for all datasets examined. In the WikiRef150
dataset the best performing clustering method is hierarchical clustering, as indicated by all
evaluation measures. In the other two datasets LDA method is by far the best method in all
evaluation measures apart from Rand index. This could happen because of the nature of the

dataset WikiRef150 with only three clusters.

Regarding the evaluation by the Rand index, we observe that its highest values appear in
hierarchical clustering in all cases examined. Since hierarchical clustering joins pairs of very
close items it is expected that any random pair of items will have both members in the same
cluster. Taking into account that Rand index is a pair counting measure (examines whether
two members of random pair of items belong to the same cluster or in different ones), Rand
index could be biased due to the relation between its definition and the hierarchical

clustering procedure.
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Although hierarchical clustering has shown better performance than LDA and other
methods in the WikiRef150 dataset, it is hard to estimate the optimal height h in datasets

with no ground-truth annotation.

WikiRef150 (3-clusters) WikiRef186 (4-clusters) WikiRef220 (5-clusters)
Method NMI Vi Rand Adj_rand NMI Vi Rand Adj_rand NMI Vi Rand Adj_rand
DBSCAN 0.0431 2.0281 | 0.5043 0.0109 0.0431 2.1460 0.4491 0.0072 0.0431 2.2853 0.4223 0.0092
Hierarchical | 0.6280 | 0.9687 | 0.7870 0.4763 0.5270 1.5833 | 0.8051 0.2660 0.5969 1.7466 | 0.8390 0.2736
K-means 0.3047 1.3312 0.4834 0.1334 0.2209 1.5816 0.3762 0.0619 0.1929 1.7488 0.3256 0.0422
LDA 0.5611 1.0583 0.7643 0.4628 0.6598 | 0.9091 0.7984 0.5086 0.6052 | 1.1011 | 0.7350 0.3873
Louvain 0.4331 1.3851 0.7545 0.0736 0.4689 1.6084 0.8038 0.0252 0.4972 1.7909 0.8368 0.0526

Table 4.1: Evaluation results for clustering news articles

4.4 Application in clustering Twitter posts

We compare LDA text clustering, which has shown great performance in the text clustering
problem (Section 4.3), with graph-based representations of the collection using the Jaccard
similarity to construct the graph of documents, followed by a community detection

approach (Louvain method for modularity maximization) to cluster the documents.

Dataset description

We collected 500 social media posts from Twitter using the library twitteR* in R. The
selected topics are “Trump”, “PippasWedding”, “examseason”, “SpecialOlympics” and
“earthquake”, where we kept 100 posts per topic in our analysis. The topics were selected
as five of the most popular trending topics with posts in English language and were crawled

in May 21%, 2017.

14 https://cran.r-project.org/web/packages/twitteR/index.html
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Settings

Firstly, we remove punctuation and we transform all letters to lowercase. In addition, we
remove numbers and stopwords (Section 2.1) and we stem each word. Afterwards, we
construct the graph which has as nodes each document (post). Documents take link
according to the Jaccard similarity as follows: if two documents have Jaccard similarity
larger than a considered threshold then they are linked. We grid threshold values in
{0.01,0.02, ...,0.20} and present each evaluation measure per all threshold values. For the
community detection approach on the constructed graph, we adopt the popular modularity

maximization algorithm Louvain (Section 1.3).

Results

The comparison between LDA and the graph-based clustering approach in the collected

Twitter posts is presented in Figure 4.8.
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Figure 4.8: Comparison between LDA and graph-based clustering in Twitter posts.
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We observe that graph-based clustering performs better than LDA, in all thresholds
examined. One factor that could affect the clustering results is the size of each text
document. On the one hand, news articles are usually length, having a critical amount of

words. On the other hand, Twitter posts are rarely larger than two lines or one sentence.

Moreover, we visualize the graph in which we present with different color each community
and, at the same time, documents (posts) which are from the same topic are represented as

nodes with the same shape. The visualization is shown in Figure 4.9.

Cluster 1
Cluster 2
I Cluster 3
Cluster 4

Cluster 5
Cluster 6

D #tearthquake

#examseason
#PippasWedding
#SpecialOlympics

C[] O«

#Trump

Figure 4.9: Visualization of the detected communities (color) and the ground-truth topics

(shape).

In Table 4.2 we also present the confusion matrix of the variables “shape” and “color”,
showing the ground-truth annotation and the detected clusters, respectively. The confusion

matrix is close to being diagonal, a fact that indicates successful clustering results.
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RED WHITE GREEN BLUE YELLOW ORANGE

CIRCLE 93 0 3 3 0 0
PIE 6 84 3 2 1 0
SPHERE 1 0 93 3 1 0
SQUARE 0 0 1 98 0 0
VRECTANGLE 8 1 0 1 79 3

Table 4.2: Confusion matrix of detected communities (color) and the ground-truth topics

(shape).
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Chapter 5. Bag and Graph of Visual Words

In this chapter we present the Bag of Visual Words (BoVW) model that has been used to
represent an image using a statistical approach, similar to the BoW representation in text
modelling. We also propose an alternative approach for the creation of visual words, but
using a graph model and applying a community detection approach on the formulated
graph, namely the Graph of Visual Words (GoVW). We evaluate our proposed model in two
public datasets of image collections, which provide ground truth annotation for clustering
purposes, and we find evidence that our method is more efficient than the BoVW model in

the image clustering task.

5.1 Bag of Visual Words

In the field of Computer Vision, indexing images based on local patterns has been an active
research topic over decades. The BoVW model, derived from the text indexing approach
Bag-of-Words (BoW), is often used for image representation, especially when visual

features are obtained without supervised methods.

The BoVW model uses local image features that are invariant to geometric and photometric
transformations. The local features can be extracted from salient areas via keypoint

detectors or densely sampling. Classic keypoint detectors include Harris corner detector,
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maximally stable extremal region detector, affine invariant salient region detector, etc.
Typical local visual descriptors correspond to keypoints detected and include the Haar
descriptors, the most prominent scale-invariant feature transform (SIFT) descriptors and the
histogram of oriented gradients (HOG) descriptors. Other descriptors include the gradient

location and orientation histogram (GLOH) descriptor, shape descriptors, etc.

SIFT descriptors have been originally introduced in object retrieval, combined with the
BoVW model (Sivic and Zisserman, 2003). Similar to the removal of stopwords in text
mining, the most frequent visual words (they occur in almost all images) and very sparse
terms are removed. The query and each image are represented as a sparse vector of term
(visual word) occurrences, which are weighted using tf-idf scores. The similarity between

the query and each image is calculated, using a distance function such as the Euclidian

distance.
image Keypoints detection SIFT Visual Image
extraction Vocabulary representation
E— k-means Construction
‘,\»{% clustering -
; p < alela

Figure 5.1: The BoVW model for image vector representation

In order to construct the visual vocabulary, we follow the framework which is presented in
Figure 5.1. Firstly, keypoints are detected and, afterwards, SIFT descriptors are extracted. All
SIFT descriptors from all images in the collection are aggregated and then clustered in order
to provide a set of visual words (the visual vocabulary). The clustering technique is usually k-
means, where the number of clusters is either tuned or set a priori to a fixed number. In
addition, the inverse document frequency is used to weight the term frequencies of all

visual words in all images, therefore each image is represented using tf-idf scores.

Image retrieval and image clustering are based on the BoVW model, where k-means
clustering on the set of visual descriptors generate a visual vocabulary, in analogy to the
vocabulary of the BoW model. In image retrieval there is a query image that is given in
order to retrieve similar images in the collection. Based on the tf-idf representation of all

images, it is possible to find similar-to-the-query images by minimizing the distance
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between the query and each image. This distance is usually the Euclidian distance. Other
applications of the BoVW model include image clustering, which aims to group together
images of similar content or concept. Using the tf-idf scores of each image, the similarity of

any two images is computed based on the corresponding Euclidian distances.

5.2 Graph of Visual Words

Graph-based methods have been proposed in the literature (Zhang et al., 2015) that group
the set of images using a community detection method on the graph of images. The model
of (Zhang et al., 2015) train images in each category and gets N descriptors per category.
However, our proposed method is unsupervised and does not involve any training stage. A
graph of SIFT descriptors has been proposed in (Xia and Hancock, 2009) for object indexing
and retrieval purposes, but without the community detection approach that we introduce.
Motivated by this graph of visual descriptors, we propose the analogue to GoW model,
namely the Graph of Visual Words (GoVW), in the context of image clustering, where a
graph of visual words is clustered using community detection to cluster visual descriptors

into groups of visual words.

GoVW framework

The framework of Figure 5.2 presents the overall framework that we propose, in
comparison to the BoVW model, which is presented in Figure 5.1. Contrary to the k-means
clustering approach of all SIFT descriptors, we first estimate the first quartile of the mutual
distances of all descriptors and, afterwards, using this estimation as threshold &, we link any

two SIFT descriptors whether their distance is less than € or not:

_(1 ifd(ses)) <e (5.1)
LS s2) {0 otherwise

where s, € R!28 is the k-th SIFT descriptor, L(s,, s;) is the (k, 1) element of the adjacency
matrix A of the graph of SIFT descriptors G. Community detection on the graph G provides a

set C of communities ¢;,i = 1,2, ...,n, where n is the number of detected communities. The
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community detection approach that we adopt is Louvain (Chapter 1), which is based on the
maximization of modularity. Finally, using the communities as visual words, the visual
vocabulary is constructed from term frequencies of appearance of visual words in images,

and are weighted using tf-idf scores.

Keypoints detection SIFT Visual Image
extraction Vocabulary representation

k-means Construction

clustering s

N
s e
.

-

e
R
L)

e
ahw

1%t quartile of Graph of SIFT Community
distances " descriptors detection
(modularity)

Figure 5.2: The GoVW model for image vector representation

We shall examine whether the proposed framework using the Graph of Visual Words

performs better than the traditional Bag of Visual Words.

5.3 Application in Image Clustering

In this section we apply the BoVW and the GoVW models in two datasets of images,
annotated with category information, i.e. it is known in which category each image belongs

to. We present the datasets, the experimental settings and the final results.

Dataset description

For our experiments we use the following image collections (Gialampoukidis et al., 2016c).
The Caltech 101 dataset has pictures of objects belonging to 101 categories'®, from which

we get 10 images for the 8 categories (airplanes, butterfly, camera, chair, kangaroo,

15 http://www.vision.caltech.edu/Image Datasets/Caltech101/
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saxophone, scissors, and umbrella) for the “Caltech80” dataset. The WANG dataset® has 1K

images, belonging to 10 categories, from which we sample 10 images per category.

Settings

SIFT descriptors are extracted using the LIP-VIREO toolkit!’, where keypoints are detected
using the Fast Hessian detector. For the evaluation and comparison of the two methods, we
use the number of communities from the graph representation of visual words as an

estimation of the number of clusters in the k-means clustering which is used in BovVW.

Results

In Table 5.1 we observe that the GoVW representation is superior to the BoVW

representation model, as it is evaluated in the image clustering task.

WANG100 Caltech80
BoV GoV BoV GoV
NMI 0.3691 0.4359 0.2252 0.3863
VI 2.7951 2.0081 3.1441 1.9936
Adj Rand 0.1340 0.0864 0.0293 0.0981

Table 5.1: NMI, VI and Adjusted Rand evaluation for image clustering in the WANG100 and
Caltech80 datasets.

NMI score increases by 6.68% in the WANG dataset and 16.11% in the Caltech dataset.
Moreover, the Variation of Information index for the GoVW model is lower than the
corresponding value in the BoVW model, in both datasets considered, showing that the
GoVW methods obtains results that are closer to the ground truth. On the other hand, the
adjusted Rand index is controversial, since it performs better in the BoVW for the WANG

dataset, but for the Caltech dataset it does not show the same performance.

Apart from the quantitative evaluation of Table 5.1, we also present a qualitative evaluation

of both methods in Figures 5.3 and 5.4, where we clustered a sample of the Caltech dataset,

16 http://wang.ist.psu.edu/docs/related/
17 LIP-VIREO toolkit: http://pami.xmu.edu.cn/~wlzhao/lip-vireo.htm
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and it is shown that images showing the same object tend to belong to the same identified

cluster from the GoVW model, but we do not observe the same behavior in the BoVW

model.
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Figure 5.4: Clustering the Caltech80 dataset using the GoVW models
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To sum up, the proposed GoVW model performs better than the BoVW model, replacing
the k-means clustering on the set of all SIFT descriptors by a graph of SIFT descriptors
formulation combined with community detection through modularity maximization. In
addition, the proposed GoVW model does not require a priori knowledge of the number of
visual words, hence we avoid unnecessary estimations or assumptions about the number of

visual words.

In the future, we plan to further investigate the use of alternative thresholds ¢ in the graph
formulation approach, other community detection approaches and a variety of visual
descriptors. Finally, it is necessary to propose sampling techniques for the sparsification of
the constructed graph of visual words, so as to have a scalable method that is applicable to

larger datasets.
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EPILOGUE

In this work, we have presented text and image representation using graph models,

applying and evaluating our analysis in several public datasets.

We introduced a novel framework for image representation and clustering, namely the
GoVW model, which is an extension of the GoW model in text representation. Contrary to
the BoVW model, visual words are constructed as communities on the graph of SIFT
descriptors, replacing the k-means clustering on the set of all SIFT descriptors. The proposed
GoVW model performs better than the BoVW model, in the image clustering problem, as

evaluated in two images collections.

One of the main advantage of the proposed GoVW model is that it does not require a priori
knowledge of the number of visual words, hence it is possible to avoid unnecessary
estimations or assumptions about the number of visual words. However, scalability issues
need to be considered, since the computation cost becomes prohibitive for very large
datasets. To that end, it is necessary to propose sampling techniques for the sparsification
of the constructed graph of visual words, so as to have a scalable method that is applicable
to larger datasets. As future work in the direction of the GoVW model, we plan to examine

the use of alternative thresholds, community detection methods and visual descriptors.

Moreover, we have used graph-based models to extract keywords from text documents.
We examined the performance of 17 keyword extraction techniques based on centrality
measures and community detection approaches on the graph of words. We observed that
in the case of structured text the GoW representation performs better than the simple
statistical term frequency scores. On the other hand, term frequency scores were able to

identify the most critical words in each document where text is less structured. We
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conclude that the GoW is superior to the Bag of Words representation in the case of

structured sentences that usually appear in news articles, books and technical reports.

We also proposed Mapping Entropy Closeness (MEC) centrality measure which is the
second most performing keyword extraction approach, in the case of Jaccard index,
following the Mapping Entropy Betweenness (MEB) scores. Centrality scores outperform
community detection approaches in keyword extraction in all datasets examined. Among
the centrality measures, closeness centrality performs better than the other measures. In
the case of N=2, Mapping Entropy Betweenness centrality has larger Jaccard index than all
other methods and among the community detection approaches, the Infomap communities
contain the most important words on average and therefore obtain higher Jaccard, Average

Precision and P@10.

In addition, we compared five popular text clustering methods that are based on the BoW
model. In one dataset the best performing clustering method is hierarchical clustering, as
indicated by all evaluation measures, while in the other two datasets LDA method is the
best method in all evaluation measures apart from Rand index. This could happen because

of the nature of the first dataset having only three clusters.

Regarding the evaluation by the Rand index, we observed that its highest values appear in
hierarchical clustering in all cases examined. Since hierarchical clustering joins pairs of very
close items it is expected that any random pair of items will have both members in the same
cluster. Taking into account that Rand index is a pair counting measure (examines whether
two members of random pair of items belong to the same cluster or in different ones), Rand
index could be biased due to the relation between its definition and the hierarchical

clustering procedure.

Although hierarchical clustering has shown better performance than LDA and other
methods in the smallest dataset, it is hard to estimate the optimal height h in datasets with
no ground-truth annotation. Training on an annotated sample of a dataset could serve as a

solution for tuning the height parameter of a cluster dendrogram.
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In the case of Twitter collections, the text documents involve short text of one or two
sentences and graph-based clustering approaches have shown better performance than

LDA.

To sum up, the proposed framework for image clustering has shown promising results,
which has not appeared in the literature, to the extent of our knowledge. In the text
representation of structured text documents we have shown that the use of graph-based
models is superior to the statistical representation, as indicated in the keyword extraction
model. Our comparative study also includes a novel centrality measure (MEC), which is in
the top-3 performing methods, out of 17 approaches, and could also be investigated in

other datasets with structured text.
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Appendix A: tf-idf scores of the BoW model presented in Figure 2.1.

0.35 0.35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0.18 0.18 0.99 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0.33 0.33 0.33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0.14 0.07 0.10 0.14 0.14 0.14 0.14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.08 0.16 0.16 0.16 0.16 0.16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0.08 0 0 0 0 0 0 0 0 0 0 0 0.23 0.16 0.16 0.16 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0.06 0 0 0 0 0 0 0 0 0 0 0 0.07 0 0 0 0 0 0 0 0 0 0.14 0.14 0.14 0.14 0.14 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0 0 0 0 0
0 0 0.10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0 0
0 0 0.08 0 0 0 0 0 0.11 0.14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.20 0.20
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The cluster dendrogram of WikiRef150 dataset
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Appendix C: Sample documents from FAO and CiteULike

CiteULike [44.txt]
Exploring complex networks

Steven H. Strogatz, Department of Theoretical and Applied Mechanics and Center for Applied Mathematics, 212 Kimball Hall, Cornell University, Ithaca, New York
14853-1503, USA (e-mail: strogatz@cornell.edu)

The study of networks pervades all of science, from neurobiology to statistical physics. The most basic issues are structural: how does one characterize the wiring
diagram of a food web or the Internet or the metabolic network of the bacterium Escherichia coli? Are there any unifying principles underlying their topology? From
the perspective of nonlinear dynamics, we would also like to understand how an enormous network of interacting dynamical systems -- be they neurons, power
stations or lasers -- will behave collectively, given their individual dynamics and coupling architecture. Researchers are only now beginning to unravel the structure

and dynamics of complex networks.

Networks are on our minds nowadays. Sometimes we fear their power -- and with good reason. On 10 August 1996, a fault in two power lines in Oregon led, through
a cascading series of failures, to blackouts in 11 US states and two Canadian provinces, leaving about 7 million customers without power for up to 16 hours1. The Love
Bug worm, the worst computer attack to date, spread over the Internet on 4 May 2000 and inflicted billions of dollars of damage worldwide. In our lighter moments
we play parlour games about connectivity. "Six degrees of Marlon Brando' broke out as a nationwide fad in Germany, as readers of Die Zeit tried to connect a falafel
vendor in Berlin with his favourite actor through the shortest possible chain of acquaintances2. And during the height of the Lewinsky scandal, the New York Times
printed a diagram3 of the famous people within ‘six degrees of Monica'. Meanwhile scientists have been thinking about networks too. Empirical studies have shed
light on the topology of food webs4,5, electrical power grids, cellular and metabolic networks6-9, the World-Wide Web10, the Internet backbonell, the neural
network of the nematode worm Caenorhabditis elegans12, telephone call graphs13, coauthorship and citation networks of scientists14-16, and the quintessential
‘old-boy' network, the overlapping boards of directors of the largest companies in the United States17 (Fig. 1). These databases are now easily accessible, courtesy of

the Internet. Moreover, the availability of powerful computers has made it feasible to probe their structure; until recently, computations involving million-node
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networks would have been impossible without specialized facilities. Why is network anatomy so important to characterize? Because structure always affects function.
For instance, the topology of social networks affects the spread of information and disease, and the topology of the power grid affects the robustness and stability of
power transmission. From this perspective, the current interest in networks is part of a broader movement towards research on complex systems. In the words of E. O.
Wilson18, "The greatest challenge today, not just in cell biology and ecology but in all of science, is the accurate and complete description of complex systems.
Scientists have broken down many kinds of systems. They think they know most of the elements and forces. The next task is to reassemble them, at least in

mathematical models that capture the key properties of the entire ensembles."

But networks are inherently difficult to understand, as the following list of possible complications illustrates. 1. Structural complexity: the wiring diagram could be an
intricate tangle (Fig. 1). 2. Network evolution: the wiring diagram could change over time. On the World-Wide Web, pages and links are created and lost every

minute. 3. Connection diversity: the links between nodes could have different weights, directions and signs. Synapses in

Dynamical systems can often be modelled by differential equations dx/dt v(x), where x(t) (x1(t), ..., xn(t)) is a vector of state variables, t is time, and v(x) (vi(x), ...,
vn(x)) is a vector of functions that encode the dynamics. For example, in a chemical reaction, the state variables represent concentrations. The differential equations
represent the kinetic rate laws, which usually involve nonlinear functions of the concentrations. Such nonlinear equations are typically impossible to solve analytically,
but one can gain qualitative insight by imagining an abstract n-dimensional state space with axes x1, ..., xn. As the system evolves, x(t) flows through state space,
guided by the ‘velocity' field dx/dt v(x) like a speck carried along in a steady, viscous fluid. Suppose x(t) eventually comes to rest at some point x*. Then the velocity
must be zero there, so we call x* a fixed point. It corresponds to an equilibrium state of the physical system being modelled. If all small disturbances away from x*
damp out, x* is called a stable fixed point -- it acts as an attractor for states in its vicinity. Another long-term possibility is that x(t) flows towards a closed loop and
eventually circulates around it forever. Such a loop is called a limit cycle. It represents a self-sustained oscillation of the physical system. A third possibility is that x(t)
might settle onto a strange attractor, a set of states on which it wanders forever, never stopping or repeating. Such erratic, aperiodic motion is considered chaotic if
two nearby states flow away from each other exponentially fast. Long-term prediction is impossible in a real chaotic system because of this exponential amplification

of small uncertainties or measurement errors

NATURE | VOL 410 | 8 MARCH 2001 | www.nature.com
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FAO [00950e.txt]

Where to purchase FAO publications locally - Points de vente des publications de la FAO - Puntos de venta de publicaciones de la FAO
-ANGOLA

Empresa Nacional do Disco e de Publicanues, ENDIPU-U.E.E.
Rua Cirilo da Conceinyo Silva, N° 7
C.P. N° 1314-C, Luanda

- ARGENTINA

Librerva Agropecuaria

Pasteur 743, 1028 Buenos Aires
Oficina del Libro Internacional

Av. Cordoba 1877, 1120 Buenos Aires
E-mail: olilibro@satlink.com

- AUSTRALIA

Hunter Publications

P.O. Box 404, Abbotsford, Vic. 3067
Tel.:(03) 9417 5361

Fax: (03) 914 7154

E-mail: jpdavies@ozemail.com.au

- AUSTRIA

Gerold Buch & Co.

Weihburggasse 26, 1010 Vienna

- BANGLADESH

Association of Development Agencies in Bangladesh
House No. 1/3, Block F,

Lalmatia, Dhaka 1207

- BELGIQUE

M.J. De Lannoy

202, avenue du Roi, 1060 Bruxelles
CCP 000-0808993-13

E-mail: jean.de.lannoy@infoboard.be
- BOLIVIA

Los Amigos del Libro

Av. Herovnas 311, Casilla 450
Cochabamba;
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Mercado 1315, La Paz

- BOTSWANA

Botsalo Books (Pty) Ltd

P.O. Box 1532, Gaborone

- BRAZIL

Fundanyo Getilio Vargas

Praia do Botafogo 190, C.P. 9052
Rio de Janeiro

E-mail: valeria@sede.fgvrj.br
Nicleo Editora da Universidade Federal Fluminense
Rua Miguel de Frias 9
Icarav-Niteroi 24

220-000 Rio de Janeiro

Fundanyo da Universidade Federal do Parana - FUNPAR
Rua Alfredo Bufrem 140, 30° andar
80020-240 Curitiba

- CAMEROON

CADDES

Centre Africain de Diffusion et
Dweloppement Social

B.P. 7317 Douala Bassa

Tel.: (237) 43 37 83

Fax: (237) 42 77 03

- CANADA

Renouf Publishing

5369 chemin Canotek Road, Unit 1
Ottawa, Ontario K1J 9J3

Tel.: (613) 745-2665

Fax: (613) 745 7660

Website: www.renoufbooks.com
E-mail: renouf@fox.nstn.ca

- CHILE

Librerva - Oficina Regional FAO

¢/o FAO Officina Regional para Amtrica
Latina y el Caribe (RLC)
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