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AnayopeUetal n aviypadn, amobnkeuon Kat dlavoun tng mopouooag epyaciog, €€ oAokAnpou n
TUAOTOG AUTAG, YLOL EUTIOPLKO OKOTIO. ETUTPEMETAL N aAvATUTIWGN, AMoBrKELON Kot SLAVO N YLa OKOTIO
LN KEPSOOKOTIKO, EKMALSEUTIKAG N EPELVNTIKAG dUONC, UTIO TNV MPoUNOBeon va avadEpetal n Nyl
Tipo£AeuonG Kal va Slatnpeltatl to mapdv pivupo. EpwtApata mou adopouv tn XprHon tg epyaciog
yla KepSOOKOTILKO GKOTIO TPETEL VAl ameuBOUvovTal TPog To cuyypadéa.

OLamoOWELC KoL TOL CUUTIEPACHATA TIOU TIEPLEXOVTAL O€ AUTO TO £yypodo ekdpalouv To cuyypadEa Kal
Sev mpénel va epunveutei otL ekdpalouv TIC emionpeg B£oelg tou A.M.0.
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AvTi TtpoAOyoU

OL 5QOLKEC TIUPKOYLEG ATTOTEAOUV TO GNLOVTLKOTEPO TPOPANUA TOU Xepoaiou puotkou meplBailovroc,
LE LEYAAEC KOLVWVIKOOLKOVOULKEC ETUIMTTWOELS. O TOUPLOUOC, N LEALOCOKOUELQ, N UAOTOULO K.O.., EXOUV
WG KnTApla Suvapn ta §Aon Kal Ta OLKOCUOTHUATA TouC. MoAAA amod autd yeltviA{ouV E AOTLKEC N
KOl TOUPLOTIKEC TIEPLOXEC Kal SEXOVTAL OAOEVA KAL TIEPLOCOTEPN TILEGN ATTO TN LETABOAN TWV XPrCEWV

yne.

OL daolkég mupkaylEg eival pla obvBetn Stadkaoia puoilkwv patvopévwy, SladopeTIKWY XWpPO-
XPOVIKWV KALMAKWY Kat Stepyaciwv. H mapoloa Aldaktopikr Aatpipry cupBAAeL otn PEAETN TwV
Slepyaolwv autwv, He tn PonBela aplBuntikwv peBodwv. H dpeon ouleuén tou aplBunTKoU
povtéAlou mpodyvwong Kapou WRF e to povieho cuumnepldpopdg nupog SFIRE e€aodpalilel tn BEAtiotn
avadpaon HeTofl GwTLAC Kal aToodalpLlkAg PoNg, KABwWCE n @wTtid Snutoupyei tov Siko The Kopo. H
HEAETN TNG avadpaong aTHOohALPAG-TIUPOG TTPAYHATOTOLETAL Ot eTinedo pikpo-kKAlpakog (Hikpo-B,
uikpo-y) aAAd kat otn péco-kAipaka (L€co-a, HEco-B), He okomo TNV afloAdynon tou aplOuntikol
ouvSUOOUOU Kal TNV avadelen Twv SlepyaolwV MOV CUVELCHEPOUV BETIKA O TEPUTTWOELS AKPALOC
OUUTEPLPOPAG LOC TTUPKAYLAC.

H mapoloa Aldaktopiknl Alatplfry amoteAeltal amd mévie keddhala. 3To mPpwTo KedpAlalo
avadEépovtal oL Kuplotepeg aAAnAemidpaoelg petafl atpoodalpog - mupdg, mapouclalovtol ev
ouvtopia Sloypovika oTolyela yla TG SaoLkEg mMupkayLeG otnv EANada, mapatiBevral ol Bacikotepotl
Seikteg kal to ouotuata KwdUvou £vapéng Saolkwv Tupkaylwy, kotaypadetol n €EAEn twv
MOVTEAWV oupnepldopdg Tupdg, evw mopouctalovtal Ta «2" yevidg» oplOuNnTIKA HOVTEAQ
atpoodalpag-upos. To Seutepo keddhalo mapouoldlel Tov aplBuntikd cuvéuvaopud WRF-SFIRE, padl
LLE T TtapaTnpnolakd Sedopéva mou xpnolpomnownkav yia thv ailoAdoynor tou. To tpito kepaialo
e€etalel otn Mikpo-kAlpaka, tnv svalwobnoia tou cuvduaouol wg mpog to Baboc amooPfeong Twv
EKAUOUEVWY powv BepudTNTOC Amo T GWTLA PO TA KATWTEPA TUAKATA TNS Tportoodalpag Kabwe
KalL TNV eNMidpaon AUt oTn cUPMEPLPOPA TOU TTUPOC, OTA SUVAMLKA XAPAKTNPLOTIKA TNG PONG KOL OTLS
LLOTNTEC TNC EMAYWYIKAG 0TAANG BepuoTNTAC. 2TO TETAPTO KEDAAALO TpayUatomnoleital n ebapuoyn
Tou ouvduaocpol pe okomd Tn UeAétn Suo akpaiwv emeloodiwv, a) tng GovIKAG MUPKAYLAG oTnV
AvatoAwkn Attikr kot B) tng mupkayldg ota Fepdvela Opn (neploxn Kweta, AuTtikr) Attikn), otig 23"
louAlou 2018, avaAlovtal oL emKpaTtoUoeC atpoodalplkéG cuvOnkeg kal e€etaletal o poOAOg NG
tomnoypadiag otnv e€EALEN TOUC. To TEUNTO KEGAAALO ATIOTEAEL TNV AVACKOTINGN TWV ATOTEAECUATWY
Tou Tpitou Kal Tétaptou Kedalaiou.

Kawotopia g AlSaktoplkng Alatplprg amoteAel To yeyovog OTL yla Tpwtn ¢dopd eAEyxeTaLl O
HUNXOVIOUOC avamapdoTtoong TNG KATakopudng KOTAVOUNRS TwV powv BgpUdTNTAC Ao TO TUPLKO TTPOC
TO atpoodalpKo HOVTEAD Kal emonpaivetal o pohog tou BaBouc andoPeonc (heat extinction depth)
oTa anoteAéopata TG BpaxunmpoBeopng Mpoyvwong tng e€EALENG Tou upadg. Emiong, Snuoupyeital
Baon kavowung UANG yia tnv EAAGSa weg mpog tnv katnyoplomoinon tou Northern Forest Fire
Laboratory (NFFL), ue Baon T katnyopieg xprioewv yng amod tn Baon CORINE kal aflohoyeital wg mpog
NV gykupoTNTA TNC. TéAOG, N edappoyn tou cuvduacpol WRF-SFIRE katd tn Sldpkela akpoiwyv
Saolkwv TUpKaylwv otov EAAaSIKO xwpo PBploketol avAUECH OTIG TPWTEC TPOOTIADELEG Yo TN
duvnTtikn epappoyr eVOG CUCTALATOC EYKALPNG TPOYVWONG TNG EEEALENG TOU TTUPOC OE ETILXELPNOLAKO
eninedo.
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Euxaplotiec

H evaoyxoAnor Hou Ue To avTkelpevo Tng Mupo-Metswpodoyiog otn mapovoa Atdaktoplkn Alatplpn,
anoteAel ocuvéxela TNG TPIPAG HOU KaTd tn Sldpkelo Tou Metamtuylakou Mpoypaupatog Jmoudwy,
otov Topéa Metewpoloyiag kot KAlpatoloyiog, A.M.0O. Mo mavw amd evvéa xpovia, o Topéog
amotéAeoe To SeUTEPO OTILTL LoV, e EMAACE WC EMLOTAHOVA Kol Pe epodilaoce yla Tn CUVEXELA.

Mpwtiotwg, Ba BeAa va euxaplotiow Bepud tov emiBAEmovTA TG ALSaKTOpLKAG AlaTplBAg, OUOTIHO
KaBnyntn A.M.0. Kapakwotoa Oe0dwpo, yla TNV aUEPLOTN EUMLOTOCUVN TIPOG TO MPOCWIO LoV, ThV
kaBodnynon Tou, TG TPOTPOTEG TOU aAAd Kot TNV TMOAUTIUN BonBeld tou o pa mepiodo SUOKOAN
Blomoplotikd. Tov EVXOPLOTW YLO TNV avBpWTILVN TTAEUPA TOU Kal TIG GIAKEG OUINTAOELG TTIOU ELXOUE.

Eniong Ba nBela va suxaplotiow tov Avarminpwt Kadnynti A.N.0. MubapolAn lwavvn, o omoiog
Hou cUoTNoE TNV apLlBuNTLKr mPdyvwaon Kotpou Kal adlépwaoe xpovo poali pou, yupw amo Bupata tou
HOVTEAOU Kal OXL Lovo. OLEMLONUAVOELG TOU UTpEav ePaATPLO YL TTOLOTIKOTEPN £peuva. Tov Bewpw
OUVEPYATN MOV Kal yvwpilw nmwg Kal ekeivog To (61o.

Euxaplotw tov Kabnynth A.M.0. AnuntpakomoulAo M. AAEEavOpo yila TIC UINTACELG TTIOU ELXaUE, TA
OXOALA TOU Kall To Xpovo Tou S1EBeae yLa va YIVEL N CUYKEKPLUEVN £peuva KaAUTeEPN. H cupBoAr tou
Atav KabopLoTikh.

Euxoplotw ta umoAouto PEAN TNG emtapelouc efetaoctikng emtpomrg, Kabnyntn A.N.0. Oeida
Xapalaumo, KaBnynt A.N.0. Zavn Npodpopo, Aicubuvtry Epsuvwv EAA Apolpidn BaoiAn kat
AvarAnpwtr) Kadnynti X.N. Katocaddado Meétpo, yla ta MOAUTIHA GXOALA TOUG TMAVW OTO TIAPWY
oUyYpOuQL.

310 onueio auto Ba nBela va suxaplotiow thv Avaminpwtplo Kadnyntpla A.M.0. Katpdykou EAEvn,
yla TNV €UKaLlpia TTOU PoU TIPOCEdePE WOTE va eTUOTPEYPwW oTov ToUEa, TNV ouvepyaoia Tou EXOUNE
KOl tTnv Uumopovh mou €d8ele wote va oAokAnpwOel n mapouoca StatpPr, €1¢ Papog AMwv
ETIAYYEALOQTIKWY UTIOXPEWOewWV. Emiong Ba nBsla vo euxaplotiow Tov Cuvepydtn Hou lwavvn
TeyoUAla, yia tn BonBela Tou o OAa Ta TEXVIKAG GUOEWC INTAATA TIOU TPOKUTITAVE KATA KOLPOUG.
Euxoplotw emiong Toug cuvepyateg pou, Ap. BaoiAn MauAidn kat Yrodndloug Atddaktopeg JodLadn
Mavvn kat Kapumidov Mopia-Xapd yla ti¢ opopdeg culnTrOELG Hag KoL TO XPOVO TToU epAcape podl
péca oto 8o ypadeio.

EuyvwHovw Toug yovelg pou yla ta €podla Kal TIG afleg MOU Hou Tpoikloay, T APETEC KAl Ta
LLELOVEKTHLLOTA TIOU IOV £0TIELPAV KOL TNV AUEPLOTN BorBeLd Toug OAOV AUTO To Kalpo. YrnpEav dimia
O£ ‘Uéva KOlL TNV OLKOYEVELQ HOU OTtd TNV apxn AUTAC TNG MTPOooTtABeLoC KaLl OXL LOvo. Toug EUXaPLOTW
pe 6An Hou TtV Kopdia.

To HeyaAUTEPO EUXOPLOTW TINYAIVEL OTNV OLKOYEVELAX HMOU, OTN yuvoika Kol Tov Ule pou. Toug
EUXOPLOTW YLa TIG Buaieg ou ékavav yla va oAokAnpwBel n mapoloa SLatpLPn, TNV KATAVON O ToU
£6e1€av oTNV Amoucio Hou, TNV UTIOOTAPLEN, TNV EUTLOTOOUVN KOL YLO. OAEC TIG OHOPdEG OTLYUEG TTOU
{oupe. H afla g olkoyEvelag elval avekTipnTn. Euxoplotw eniong Toug Yoveig tTng yla Tn cupBoAn
TOUG 0TNV OAOKANPWON AUTAC TNG StatpLBnc.
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Mepiinin

H mapoloa Aldaktopikn Alatpifr Slepevvnoe TG aAANAeTSPpAOELG aTOohAlpaG — TIUPOG UE TN
BonBeLa evoc apeoa culeuyevou aplBuntikou povtédou (WRF-SFIRE), To omolo amnoteAei cuvbuaoud
EVOC 0pLOUNTIKOU LOVTEAOU TIPOYVWONG KALPOU HE £VOL NUL-EUTIELPLKO HovTéNo Slddoong Tou upog. H
aflomoinon Twv SuvartoTNTwV Tou €V AOYyw CUOTHMOTOC EMETPEPE TNV AVOAUCN TWV avadpAcewy
aTUOOPaLPAG-TIUPOG OE SLADOPETIKEC XWPLKEG KALUAKEG, amo tn HEon KALLAKO KoL KATA Tn SLapKeLa
TIUPKAYLWV PE akpaia cupmepldopd otov EANASIKO Xwpo, £wG TN UKPOKALOKA, Héoa amod &eatd
TMepapata e tn texvikn Large Eddy Simulation (LES). EmumpdoBeta, eAéyxBnke n amédoon tou
aplBunTkoL cuvduaopol os cUyKplon Le mapatnpnolakd dsdopéva emibaveiag amd tnv EOvikA
Metewpoloyikr) Yninpeoia (EMY) kat dedopéva tnAemokonnong and toug dopudopoug Meteosat
(SEVIRI), SENTINEL-2 (MSI), Aqua, Terra (MODIS) kat Suomi-NPP (VIIRS).

JTO TMPWTO MEPOC TNG EPEUVNTIKAG Slepyaociag PeAETAONKE n emidpacn Twv EKAUOUEVWV POWV
BepudTNTAC TOU TUPOG OTIC LOLOTNTEG Tou (puBuog Siadoong, Kapévn £Ktaon KTtA.) Kal oto
XOPAKTNPLOTIKA TNG OTUOOGALPIKAC PONG KAl TNG EMaywylkng otnAng Bepuodtntog (mAolLuLo),
avtiotowya. Mo cUyKeKPLUEVA, EKTLUNONKE 0 pOAOC TNG MapAETPOU heat extinction depth n e-folding
depth (zex, UPOG OTO OMOLO Ol POEG BEPUOTNTAG ATIOKTOUV TO 36% TNG APXLKAG TOUG TLUNG), MEoA amo
OXTW LOEATA aPLOUNTIKA TIEPAATA, TO OTtola Ttpaypatonotonkav pe tn uébodo LES. TUudwva pe Ta
OMOTEAECUATA, N TN TOU Zex EMNPEACE TNV KB’ UPOG KATAVOUN TWV EKAUOUEVWV powv aAAd ETioNG
KOL TNV TOCOTNTA TNG EKAUOUEVNG EVEPYELOG TIOU «ELOXWPEL» oTo atpoodalplkd povtédo. Ooo
HEYAAUTEPN NTAV N TLUA TOU Zex TOOO HEYAAUTEPO UTINPEE KOL TO TIOCOOTO TNG EVEPYELAG TTIOU RTAV
S1a0éo1po oto mpwto F eminedo Tou povtéAou. EmmpooBeta, SLaPOPETIKEG TIUEG Zex KATW ATIO (SLEG
OPXLKEC ATUOODALPIKEG CUVONKEG £lyoV WG ATOTEAECUO SLAPOPETIKEG KOUEVEG TIEPLOXEG (OXNUOL KO
£€ktoon). Av kal tapatnpnénkav dtapopg T1ooo ot dopur 600 Kol oTnV EVIach Toug, O aPLOUNTIKOG
oUVOUOOUOC AVATIOPNYAYE CUYKEKPLUEVA XAPAKTNPLOTIKA TNG atUoodalplkig pong, onwe tn {wvn
oUYKALONG UMPOOTA Ao TO PETWITO KAl TNV €K TwV OmioBev kaBodLkn elopor agpa mpog tn BAcn tng
ETIAYWYLKNG OTAANG BepoTNTAG 08 OAA Ta TIElpApaTa. Ev yéVel, N alénon TG MAPAUETPOU Zex 061 YNCE
0E HKPOTEPEG XPOVIKA-HETEG avwHaAleg TNG SuvnTikng Beppokpaoiag, kKovtd oto £€8adog aAld Kot
otnv kopudn tou MAoupiou. QOTO0O, TA HEYLOTA TWV AVWUOALWY auTtwVv &gv akoAouBnoav Kamola
YPOLULKOTNTA KOl N €UdAVLOT) TOUG SLEDEPE XWPO-XPOVLKA avAapeTa oTa nelpapata. Ooov adopd ta
SUVOULKA XOpaKTNPLOTIKA TNG ponc, Sladopég mapatnpnbnkayv Téoo oTnv £viacn 6060 Kal ota potifa
NG KABETNC CLUVLOTWOAG TOU OTPORIALOOU (0pLlOVTLIOC OTPORIALOMOC) KL TNG ATOKALONG KOVTA OTNV
erupavela, emnPealovtog To oXAUA TNE KAUEVNG EKTAoNG Kot TN 0€on NG kedpaAng. MiKpEG TIUEC Tou
Zex 08AYNOQV OTNV MOPAYWYH TIEPLOCOTEPO OPYOVWHEVWY KOL EVICXUUEVWV (euywv oTpoBiAwvy,
KUKAWVLKAG KOL OVTIKUKAWVIKAG Popag avtiotolya, TeploXwv €viovou opllovtiou oTpofBIAlopou
(BeTkoL N apvnTKoL) KATA HAKOC TWV MAEUPLKWV 0pilwv Kol EUnPoaBev tng kepalng. AVIIOETWS ota
TELPALOTA OTIOU N TN TOU Zex NTOV HEYAAUTEPN TWV 50 M, 0 0pl{OVTLOG OTPOPBIALOUOG ATAV AlyOTEPO
opyavwuEVOC Kat Ttapodikdg. O 6pog Tou owAnvoeldolg otny e€icwaon tou oTpofLAtopol (opl{ovTLog)
Bp€bnke €wc kol Swdeka GopEC UKPATEPOG 0 CUYKPLON LE TOUG UTTOAOUTOUG OPOUG, EVW 0 OpOg TNG
opLlovtiog petadopadg cuveiodpepe BetikoTEpA OTNV AVENGCT TOU 0pL{OVTLIOU OTPOBIALooU. O 6pog TNG
kAlong/ocuotpodnc BpEOnke peyaAlTEPOG KOTA TO MPWLHA oTAdSLa TNC PWTLAC, OTOU N MAPAYOUEVN
AOyw katakopudng Statunong tou avépou, P ouvVIoTWod Tou oTPofAlopol TipocavatoAiotnke
katakopuda e€attiog tng £viovng avwuetadopdc anod tnv pwtld entdaveiag.

3to Oeltepo MEPOG TNG EPEUVNTIKNG OlEPYACIOg TPAYUATOTOONKE N OCUVOMTIKA avaAuonh,
TLOPOUCLAOTNKAYV Ol ETUKPATOUOEC OTHOOPALPLKEC OUVONKeC otnv emipavela, SlepeuvnBnke n
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enidpaon tng Tonoypadiog otn Héon pon Kol otn cupnepLdbopd TOU TUPOC Kal EAEYXONKe N emidpaon
TWV MAPOETPWVY TNE ovadAeEng (tomoBeoia, xpovog, eidog) otn KAPEVN EKTACN, KATA TN SLAPKELD TWV
yeyovotwv tng 23" louAlou 2018, 6mou ekdnAwBnkav SUo TUpKAYLEG Le akpala cuumepldpopd, os
Avutikn (teploxn Kwvéta) kat AvatoAikn (meploxn Martt) Attikn. ZUpdwva Je TN GUVOTTTIKN avaAuaon, N
mapoucia evog aQUAWVA OTNV avwTtepn Tpomoodalpa pe BeTKA KAlon mMAvw amd tnv Kevipikn
Meaodyelo, n kivnon Tou TPOC TO QAVATOAIKA Kol N OAANAemidpach TOU HE TOV UTIOTPOTIKO
oepoxelpappo, odnynoav os £vtovn SUTIKN KukAodopia mavw amnd tov EAAadIkd xwpo. O autopaTog
HETEWPOAOYLKOC oTtaBpd¢ oto MevieAikod Opocg kotéypade putaio dvepo éwe 25 m s?, petagd 1230 ko
1430 UTC, evw apketol otabupol emipaveiag (ouvomtikol kat Seutepelovieg) tng EOBVIKAG
Metewpohoyikng Yrnnpeoiag (EMY), otnv euputepn mepLoxr tng ATTIKNG, KaTEypaav putéG avEUOU
HeyoAUTEPEG TV 20 m s?, peta€l 1200 kat 1730 UTC. O apBuntikdg ouvSuaopog aflohoyionke wg
Tpo¢ TNV Beppokpacia Kol Uypacio TOU aépa Kal TNV TaxUTNTA TOU avEUOU e Bdaon Ta Sedouéva Twv
otaBuwv emupaveiag tng EMY, xpnowomnowwvtag tig Lebddoug xwpikng mapePoAng Inverse Distance
Weighting (IDW), Gressman kal 4-grid point. H arnodoon tou KplBnke LKavomonTtikn, av Kot Bpédnke
VO UTTEPEKTLUA TN Beppokpacio ota 2 m Kal T TaxUTNTO TOU OVEROU ota 10 m, KOl VO UTTOEKTLUA TN
OXETIKN vypacia ota 2 m. H mpooopoiwan tTng KAUEVNG EKTAONG KoL oTa U0 YEyovOTa UTO HEAETN
ATOV O€ OXETIKN CUNPWVIA PE TN EKAOTOTE TPAYHUATIKH, WOTOCO KOl OTLG SU0 MEPLUTTWOELG UTINPEE
kaBuotépnon otnv avamtuén tTng SUVAULKAG TOUC, LE aMOTEAETHA va TIPoKUouv SLadopég we pog
Vv e€£ALEN TOUG XPOVIKA. ETUTA£ov, N avaAuoh TwV AMOTEAECUATWY TNG ApPLOUNTIKAG T(POCOoUoiWwoNg
unédelle TNV mapoucia emayopevwyY KUUAvVoewv Adyw opeoypadiag otnv supltepn meploxh,
LLOVOTTATLO ATLOOPALPLKIE PONE LEYAANG TAXUTNTOG OTA UTIAVEUN TWV OPELVWV EUMOSIWY, TTAposIKN
geUdAVION XOPAKTNPLOTIKWVY eVOg TupPBwdoug uSpaulikol dApatog ota katavin tou Opoug Mevtédn
KoL Katakopudn Letadopd evEPYELAG Kal OpUNG TIpog Ta €6adog, Kata tn dlapKela epdavions Twy
MEVIOTWV TaXUTATWY avépou. H tupPn kat ot Suvaulkd aoctabeic ocuvbnAKeg ota UTAVEUA TWV
lepavelwv Opéwv (eploxn Kwvéta) kot tou MNeviehikol Opoug (meploxr Mdartt) cuvéBalav otnv avénon
NG KWVNTLKAG EVEPYELOG TNG PONG, evw To medio tou oTPoPAlopol loniyaye emmAéov SUVAULKO
e€avaykaopd otoug puBuolg stamlwong twv Twpkaywwy. H emidpaocn tng opeoypadiag otnv
EKAOTOTE TIUPKAYLA Bp£Onke SlodpopeTikn KABWE, N MAPOUCIA TWV ATIOHOVWUEVWY Mepavelwv Opéwv
odnynoe o BepudTEPEG KAl ENPOTEPEC CUVONKEG, LLE LOXUPOTEPEC TAXUTNTEG AVELOU OTA KATAVTH, EVW
1o Opoc Mevtéln eixe pikpotepn emidpacn ot ATHOCDALPIKEG CUVONKEG OTNV UMVEUN TIAEUPA.
ErutAéov, Ta nelpdpata evatobnoiag £6el€av mwg o TUTog avadAeEng oTo MUPLKO LOVTEAOD Hall e TO
pUBUOG eEamMAwoNG Katd TNV avadAetn ennpéacav MEPLOCOTEPO TNV €EAMAWON TOU TUPOG KATA Ta
TPWTA O0TASLA TNG TUPKOYLAG 0To MATL, o€ OX£0N UE TIC AAEG UTIO Slepelivnon MapoUETPOUG. TEAOG,
N Katnyoplomoinon tng Kauoung UANG Sev eMnpEace TO00 TOUG PUBUOUC EEAMAWONG KATA TA TPWTA
oTadLa TG MUPKAYLAG 0G0 apyoTePa.
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Abstract

The present PhD dissertation investigated several aspects of atmosphere-wildland fire interactions by
utilizing an online coupled atmosphere — fire numerical model (WRF-SFIRE), which is a combination of
a numerical weather prediction (NWP) model with a semi-empirical numerical fire spread model.
Subsequently, this PhD dissertation exploited the capabilities of WRF-SFIRE modelling system across
several spatial scales, from mesoscale analysis on fire weather conditions during high-impact fire
events in Greece to microscale analysis on highly idealized experiments, in Large Eddy Simulation (LES)
mode. Additionally, this manuscript addressed the performance of the coupled model by utilizing a
number of surface observational data from the Hellenic National Meteorological Service (HNMS) and
several EO data from the Meteosat second generation (SEVIRI), SENTINEL-2 (MSI), Aqua, Terra (MODIS)
and Suomi-NPP (VIIRS) satellites, respectively.

The first study investigated the influence of the released heat fluxes from a surface fire on its
characteristics (e.g. rate of spread, fire area), flow dynamics in the vicinity and plume properties.
Specifically, the role of the extinction depth or e-folding depth parameter, ze« (the height at which the
fluxes are equal to 36% of their initial value), was assessed throughout eight highly idealized
experiments, which were performed in LES mode. Results indicated that the choice of the zex
parameter not only affected the vertical distribution of the fluxes but also the amount of the released
energy from the surface fire. The higher the z.x value, the higher the percentage of the released energy
that resided on the first theta model level. Moreover, the calculated burn probabilities revealed that
under identical initial atmospheric conditions but different e-folding depths discrepancies might occur
in the resulted fire area. The coupled model was able to reproduce certain flow characteristics such as
the convergence region ahead of the fire front and the descending rear inflow to the updraft’s base,
in all experiments albeit structural differences were observed. In general, an increase of the zex
parameter led to weaker time-averaged potential temperature anomalies both close to the ground
and in the top of the convective plume. However, the temporal peaks in theta anomalies did not follow
any linearity and their occurrence varied both in time and space. The analysis on near surface dynamics
revealed discrepancies in the patterns and the magnitude of vertical vorticity and divergence fields, in
the shape of the fire perimeter and the location of the fire head between the experiments. Low e-
folding depth values produced more organized and intense counter-rotating vertical vorticity pairs and
regions of vorticity along the fire flanks and in front of the active fire head, whilst in the sensitivities
with zextgreater than 50 m, this vorticity was less organized and more transient. The vorticity equation
budget analysis showed that the solenoidal term was up to twelve orders of magnitude less than the
other terms. The horizontal advection of vertical vorticity contributed the most to the increase of
vorticity, while the tilting/twisting term was dominant at the early stages of the fire, where the
ambient shear-generated horizontal vorticity, wy,, was oriented into vertical due to buoyant gradients
from the surface fire.

The second study analyzed the prevailing weather conditions on 23™ of July 2018, assessed the
performance of the WRF-SFIRE modelling system, investigated the role of the complex terrain to the
mean flow and fire behavior and examined the uncertainty of ignition features during two high-impact
fire events that occurred in Attica Region, Central Greece (Mati and Kineta fire events). The synoptic
analysis revealed the presence of a positively tilted trough over the Central Mediterranean, moving
eastwards and interacting with the subtropical jet, resulting in a strong westerly flow over Greece. The
AWS in Penteli Mt. recorded gusts reaching 25 m s between 1230 and 1430 UTC, while several HNMS
surface stations in the wider area recorded wind gusts exceeding 20 m s between 1200 and 1730
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UTC. The coupled model validated in terms of temperature, relative humidity and wind speed against
the available HNMS surface observations by applying the Inverse Distance Weighting (IDW) method,
the Gressman method and a 4-grid point method. Although the model performed satisfactory, the air
temperature (2 m) and wind speed (10 m) were overestimated, whilst the relative humidity (2m) was
underestimated. The predicted fire perimeters were in satisfactory agreement with the observed ones,
but there were time lags in the initial development of the fires’ momentum and subsequently
discrepancies on the temporal evolution of the modeled fires occurred. Moreover, simulations
revealed the presence of induced orographic waves, paths of high winds on the lee-slopes, transient
resemblance of a hydraulic jump downstream of Penteli Mt., while indicated a downward transport of
energy and momentum during the maximum wind speed occurrences. The turbulent and dynamically
unstable conditions on the lee-slopes of Gerania Mts. (Kineta) and Penteli Mt. (Mati) contributed to
the flow kinetic energy, while vorticity provided additional forcing into the fire spread rates. Quite
different influences of topography in each fire event were found, where the isolated Gerania Mts
contributed to warmer, drier and windier conditions leeward, while Penteli Mt. had a lesser impact on
atmospheric variables downstream. In addition, the sensitivity experiments showed that the type of
ignition along with the rate of spread during ignition influenced the most the fire propagation at the
early stages of the fire at Mati event. Finally, fuel description had a lesser impact on the simulated rate
of spreads during the early stages of the fire but influenced its behavior later.
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Chapter 1
Introduction

Wildfires are known as natural phenomena and important features of many ecosystems (Bowman et
al., 2009; Pausas et al., 2008). The significant increase in the number of fires and area burnt during the
2nd half of the 20th century has confirmed the perception that wildfires are a serious environmental
and socioeconomic hazard for most Mediterranean-type ecosystems (Paschalidou and Kassomenos,
2016). Areas with Mediterranean-type climate, due to the combination of dry and warm climate,
flammable vegetation and increased human activities, are extremely fire prone (Dimitrakopoulos et
al.,, 2011b). Wildfires in the Mediterranean region have been linked to fuel accumulation, as a
consequence of the abandonment of cultivated fields and afforestation policies, climate change and
increased ignition sources (Moreira and Russo, 2007), while concerns have grown about how climate
change and human activities might impact future fire regimes (Paschalidou and Kassomenos, 2016).

Wildfires can be characterized by the nature of their interaction with the local environment. The
geometry and burning characteristics of the fuel bed, the properties of the atmosphere in the vicinity
of the fire and the local topography define that environment, which is also known in the literature as
the wildfire-triangle. The role of weather to fire activity is complex and varies over spatiotemporal
resolutions with short-term variation affecting local fire behavior, and seasonal and inter-annual
variations affecting fuel production and flammability over large areas as well as habitat type richness
(Drakou et al., 2011; Falk et al., 2007; Trouet et al., 2009). Extreme weather results in large and intense
fires, where in Mediterranean-type ecosystems extreme weather becomes an increasingly important
forcing mechanism for large fires (Moritz, 1997), while the area burned by large fires (> 100 ha) is
positively correlated with summer dryness and negatively correlated with summer wetness
(Ganteaume and Jappiot, 2013). For example, the exceptionally hot and dry summer of 2007 was the
most contributed factor in the extensive fires in Greece that burned approximately 190,836 ha in total
and resulted to 67 life losses (Founda and Giannakopoulos, 2009). Unfortunately, on 23™ of July 2018,
Greece faced another tragedy, where the high surface temperatures and low relative humidity values,
the strong winds, along with the fuel conditions and the morphological features of the wider area of
Rafina, East Attica region, Central Greece (wildland-urban interface, WUI), resulted in high fire
propagation rates, minimum responses by the local civilians and authorities and on the aftermath, 103
life losses.

The combined effect of weather conditions and fuel characteristics (e.g. fuel moisture and loading) is
expressed through several fire-weather indices, which are used to identify potential fire risk or danger®.
However, wildland fires include complex physical processes across different spatial and temporal
scales. In this multiscale approach, heat transfer between the flame and the unburned fuel depends
on two physical mechanisms, radiation from soot particles in the flame and convective heat transfer
between the hot gases from the burning zone and vegetation located ahead of the fire front (Morvan,
2011). Which of the these two mechanisms is the most important depends on the competition

L Fire risk is defined as the chance that a fire might start, as affected by the nature and incidence of causative
agents (Hardy, 2005). Fire danger refers to the assessment of the weather of climatic factors which determine
the ease of ignition, rate of spread, difficulty of control and impact of a fire (Bedia et al., 2018). Fire hazard is
referred as a fuel complex, defined by volume, type, condition, arrangement, and location that determines the
degree of ease of ignition and the resistance to control (Hardy, 2005).



between the inertia due to wind flow and the buoyancy coming from the pressure gradient between
the fire plume and the ambient air (Morvan et al., 2009, 2008).

Over the last two decades, advances on fire modelling and computational resources have resulted to
the development of multi-scale models (Bakhshaii and Johnson, 2019; Papadopoulos and Pavlidou,
2011; Sullivan, 2009a, 2009b, 2009c). Fire behavior models, like BehavePlus (Andrews, 2014, 2007),
FARSITE (Finney, 1998) etc. have shown significant development as well. These models are initialized
by meteorological data, such as wind and air temperature, without any feedback to the atmospheric
model. Subsequently, the lack of such a feedback mechanism, between the weather and fire models,
is a major drawback of these fire behavior models.

The development and utilization of coupled atmospheric-fire behavior models is considered as a
breakthrough in global research for innovative methods of predicting fire behavior. A significant range
of the processes evolved during a wildfire can be simulated by coupling a mesoscale weather model
with a fire propagation algorithm (Clark et al., 1996a, 1996b, 2004; Coen, 2013; Coen et al., 2013; Filippi
et al.,, 2009; Mandel et al., 2011). Over the years, several prescribed burns and field experiments
(Benech, 1976; Clements et al., 2019, 2018, 2008, 2007, 2006; Coen et al., 2004; Countryman, 1969;
Hinzman, 2003) have provided valuable observational data. The latter were utilized for the evaluation
and verification of the developed models (Filippi et al., 2013; Kochanski et al., 2013a), revealing their
potentiality but also their weaknesses.

This chapter presents briefly some key factors on atmosphere — fire interactions (section 1.1) and
provides information about wildfires in Greece (section 1.2), based on historical data from various
sources. Section 1.3 reviews the most used fire danger indices and fire danger rating systems in the
world, while section 1.4 elaborates on the advances in wildfire modelling and presents six state-of-the-
art wildfire models. Section 1.5 quotes the motivation for the present PhD dissertation and provides
the structural overview of this manuscript.

1.1 A short overview of atmosphere —fire interactions

Fire —atmosphere or vice versa interactions encompass the interactions between the atmosphere and
the combustion process but also include a) the interactions between the fuels presently burning and
the atmosphere and b) the interactions between the atmosphere and those fuels that will eventually
burnin a given fire (Potter, 2012a). Also, fire —atmosphere interactions include energy and mass fluxes
between living and dead vegetation and the atmosphere. During a wildland fire, these interactions
produce perturbations in state variables like air temperature, humidity and wind speed, which are
greater than those from other processes. This section elaborates shortly the rationale and the scientific
discussion behind these interactions?.

Over the years, several studies tried to relate air temperature with fire characteristics (the former is
recognized as the dominant factor determining wildland fire behavior) but failed to explain the direct
influence of surface air temperature to fire behavior. Potter (1996) found that air temperature at fire
days differed significantly from temperatures on days shortly before or after the fire, but this result
was robust only at certain locations. Van Wagner (1979) noted the non-linear effect of temperature
on saturation vapor pressure, while earlier, McArthur (1966) argued that temperature effect on fuel
moisture is much less than that of relative humidity. As Potter (2012a) mentioned in his review article,

2 For a complete review of atmospheric interactions with wildfire, the interested reader is referred to Potter
(2012a, 2012b).



it is possible that air temperature correlates with fire behavior due to the fact that these properties
depend on fuel temperature.

The vertical profile of the temperature (known as lapse rate or stability) also influences fire behavior,
while determines the structure of a fire’s plume and its characteristics. An unstable profile increases
the vertical mixing and the turbulence within the unstable region. In addition, stability is related to the
development of fire whirls (Byram and Nelson, 1951). Arnold and Buck (1954) proposed that in the
existence of an inversion, drier and windier air from above might flow downward, if the convective
column penetrated the inversion, resulting in a sudden transition in fire behavior. Moreover, lapse rate
is used in Haines Index (Haines, 1988) (see sub-section 1.3.10), in order to assess the atmospheric
potential for large or erratic fires. Jenkins (2004) utilized Haines Index to show that boundary-layer
depth and the presence or absence of an inversion layer above it are the key factors determining plume
height and maximum updraft velocity. As Potter (2009a) summarizes, it is clear that temperature
profile influences fire behavior by controlling a) turbulence as manifest in variable winds, b) rate of
entrainment in the rising plume and c) the degree to which the energy released by the fire converts
into kinetic energy of the updraft.

Regarding the air moisture, the first reference to the night-time humidity recovery was first done by
(Gisborne, 1927a), while early studies (Bates, 1923; McCarthy, 1923; Munns, 1921) found that
evaporation correlates well with fuel moisture, but was impractical to measure. On the other hand,
some studies (McArthur, 1966; Van Wagner, 1979) used fuel moisture as a surrogate indicator of fire
behavior. Vapor pressure, an indicator of the available water in the air, was found to negatively
correlate with fire behavior, while dew-point depression or wet-bulb depression were also used to
provide some correlations with the size of fires or fuel moisture. In general, atmospheric moisture
influences fuel moisture, which in turns affects fire behavior or danger (Potter, 2012a).

Under unstable conditions, the moisture profile indicates the degree to which mixing and turbulence
will decrease surface humidity (Foley, 1947), affecting fuel moisture and thus increasing fire intensity
and spread. Jenkins (2004) found that a moist profile increased fire behavior as an entrainment parcel
rose from a fire, while concluded that plume characteristics change only weakly as the 850 hPa dew-
point depression varies from 4 to 15 °C. The concept of downdraft convective available potential
energy (DCAPE) was employed by Potter (2005) in order to illustrate that a dry profile provides more
potential for a downburst, where the liquid water required for such a downburst could come either
from ambient air flowing into the fire plume or from the water produced during the combustion
process.

The role of near surface wind in fire-atmosphere interactions was early recognized (Gisborne, 1928).
In general, wind contributes to moisture exchange between the air and the fuels (Matthews, 2006;
Van Wagner, 1979; Viney, 1991), affects the rate of spread (Albini, 1982; Baughman and Albini, 1980;
McArthur, 1966; Rothermel, 1972; Viegas and Neto, 1991), carries embers that potentially cause spot
fires and controls the fluxes of oxygen and combustion products at the flaming front (Potter, 2012a).
Fire also affects near surface wind and flow characteristics around a fire.

Byram (1954) related wind profiles and fire behavior by examining the nearest available wind profiles
during blow-up fires®. The most characteristic feature was a low-level jet with a maximum speed above
8 m st within 300 m of the fire’s elevation. Steiner (1976) based his analysis on Byram’s (1954) wind

3 According to the Glossary of Wildland Fire Terminology, a “blow-up” fire is defined as the “sudden increase in
fireline intensity or rate of spread ... often accompanied by violent convection and may have other characteristics
of a fire”.



profiles. He suggested that the interaction of upwind convergence and the fire’s updraft with the wind
profile. would have two distinct impacts. A negative wind shear with height would increase
convergence at the fire, subsequently fanning the flames and increasing intensity, while a positive wind
shear would produce net divergence on the downwind side of the fire, counteracting the surface
convergence produced by the fire (Fig. 1.1).

Numerical experiments highlighted several effects of wind profile to fire behavior, as well. Wind speed
influences the updraft strength and tilt, while impacts the generation of roll vortices (Heilman and Fast,
1992). Moreover, under favorable conditions the vertical shear and the fire updraft may interact to
produce downstream vertical vortex pairs, which influence fire behavior (Clark et al., 1996b). In
addition, the presence of a critical layer (zero wind) in the wind profile can lead to generation of new
updraft cells upwind of the fire (Kiefer et al., 2009, 2008). The magnitude and type of shear in the
above surface wind field affects fire propagation, while the magnitude of the convergence zone
associated with the surface flow that propagates the fire front does not appear to be related directly
to the strength of the fire- induced updraft (Kochanski et al., 2013c).
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Fig. 1.1: Influence of vertical wind shear and fire-induced vertical mixing on convergence or divergence at the
ground in the case of a) no wind, b) positive wind shear and c) negative wind shear. Originated from Steiner
(1976). Adopted from Potter (2012a), his Fig. 8.

The most complex part of the fire-atmosphere interaction is perhaps the plume dynamics. Plume
dynamics involve the visible updraft, with the invisible downdraft and horizontal circulations into and
around the fire plume, the effects of sensible and latent heat fluxes from the fire and the generation
of vortices (Potter, 2012b). The aforementioned vary very quickly in time and space. Numerous studies
have demonstrated certain aspects on plume dynamics based on field experiments (Clements, 2010;



Clements et al., 2019, 2007; Coen et al., 2004; Countryman, 1969; Lareau and Clements, 2016; Palmer,
1981; Tayloret al., 1971, 1968; Wilson, 1969), radar data (Banta et al., 1992; Reid and Vines, 1972) and
numerical experiments (Clark et al., 1996a; Cunningham et al., 2005; Kiefer et al., 2015; Kochanski et
al., 2019; Mallia et al., 2018; Sun et al., 2006, 2009).

Potter (2012b) provided a conceptual model (Fig. 1.2) on airflow in and around a developed fire front,
where a descending rear inflow “feeds” the fire and an accelerating updraft with a laminar portion
lower and greater mixing above produces greatest vertical velocities. The plume is subject to vertical
extension until it hits a stable layer, while velocity varies in time and space within the plume. In
addition, multiple updraft cores may develop by a single fire and intensive turbulence exists
throughout the circulation.

————
}\/
daw n O

\_aie‘a\ su

Fig. 1.2: Conceptual diagram of airflow in and around a developed fire front. Red swoosh indicates combustion
zone, arrows indicate airflow and grey indicates visible smoke plume. Adopted from Potter (2012b), his Fig.6b.

Moreover, vortices (horizontal or vertical, short-lived, small scale or larger) may form due to the
presence of the fire, affecting its behavior. They are more common under light winds, while persistent
vertical vortices form ahead of the fire as the fire’s updraft bends environmental wind shear vorticity
upward. Descending air behind the fire would similarly bend horizontal environmental shear vortices
downward behind the fire (Fig. 1.3a). In addition, horizontal buoyancy gradients created by the fire
produce horizontal vortices, which then tilt into vertical vortices in the fire’s updraft (Fig. 1.3b). These
buoyancy-generated vortices develop right against the combustion region, where there is potential for
them to be drawn into the fire on either the front or the rear of the head, but this vorticity may be less
organized and more transient (Potter, 2012b). It must be emphasized that the vorticity due to tilting
of ambient wind shear and the vorticity due to buoyancy gradients reinforce one another.



Prevailing wind

Fig. 1.3: Conceptual diagram of a) bending and tilting of vortices due to environmental wind shear around a developed fire front, when ambient wind speed increases with
height and b) buoyancy-gradient generation of vorticity around a developed fire front. Arrows on vorticity tube surfaces indicate the direction of rotation. Adopted from
Potter (2012b), his Figs. 8 and 9.
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1.2 Wildfires in Greece

The climate in Greece is characterized as predominantly Mediterranean, with hot and dry summers,
wet and moderate winters and extended periods of sunshine throughout most of the year. Thus,
weather and climatic conditions regulate the wildfire activity, which presents a non-stationary time
series. During the period 1961-1997, the number of fires showed an increasing trend, along with the
burned area (at 95" confidence interval), where in total 17,926 wildland fires occurred in Greece,
burning 603,615 ha (Dimitrakopoulos et al., 2011c). According to the records of Ministry of
Environment and Energy, during the period 1980 - 1999, the year with the largest burned area was the
1988, albeit the highest number of fires were recorded in 1993 (Fig. 1.4).

The summer of 2007 (Fig. 1.5) was the worst year on record for forest fires, where extremely hot and
dry weather conditions, combined with strong winds led to a disastrous upsurge of forest fires and
wildfires (Knorr et al., 2011; Koutsias et al., 2012). Additionally, a significant increase on the number
of fires and the burned areas was observed during the period 1980 — 2007 compared to the previous
period 1960 — 1979, which resulted in three times larger burned areas in the 1980s, 1990s and 2000s
against the 1960s and 1970s (Dimitrakopoulos, 2009). According to the publicly available data from
the Hellenic Fire Service, for the period 2000 — 2018 (Fig. 1.6), on average, the most forest fires occur
on August (389.8), while December presents the lowest number of fire events (59.6). For the same
period, 2069.7 wildfires (forest or forested areas) per year occurred, 22429.6 ha year™ and 108.4 ha
per fire incident were burned.
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Fig. 1.4: Burned area (ha; black bars) and number of fire (red squares) in Greece (forests and forested areas), for
the period 1980 — 1999, according to the records of Ministry of Environment and Energy.
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Fig. 1.5: Burned area (ha; black bars) and number of fire (red squares) in Greece (forests and forested areas), for
the period 2000 — 2018, according to the records of the Hellenic Fire Service (https://www.fireservice.gr/
el_GR/synola-dedomenon).

In Greece, fire season precipitation is the dominant factor coinciding with area burned, where extreme
fires are controlled by precipitation rather than air temperature (Xystrakis et al., 2014). Very large fires
(>1000 ha) occur under moderately low relative humidity, with strong prevailing winds and during heat
waves (Dimitrakopoulos et al., 2011b). Regarding the synoptic circulation pattern over the wider Greek
territory, the combination of a high atmospheric pressure system located N to NW of Greece, coupled
with a lower pressure system located over the very Eastern part of the Mediterranean, an atmospheric
pressure pattern closely linked with the local Etesian winds over the Aegean Sea, result to the most
fire dangerous conditions (Paschalidou and Kassomenos, 2016). Moreover, the most fire-dangerous
days were associated with anomalously low geopotential heights at 500 hPa and negative total water
column anomalies, supporting the close link between droughts and wildfire activity (Paschalidou and
Kassomenos, 2016). A positive correlation between the number of fires and area burned and the
annual drought episodes was also found in Dimitrakopoulos et al. (2011c). Cyclonic conditions have
also been significantly linked with fire development (Duane and Brotons, 2018), resulting to convective
fires which spread by massive spotting (Duane et al., 2015).

Fig. 1.7 presents the spatial distribution of the burned areas in Greece, during the period 1984 — 2018,
according to the diachronic inventory of forest fires of the National Observatory of Athens (Kontoes et
al., 2013). The frequency of fire events over the same area is presented with different colors. As Fig.
1.7 depicts, a large portion of the burned areas is located in Central (Attica region, Evia) and Southern
Greece (Peloponnese), while the islands of Thasos (A), Chios (B), Rodhes (C) and Zakynthos (D) have
experienced large fires over this period.
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Fig. 1.6: Mean frequency of fire events per month in Greece (forests and forested areas), for the period 2000 —

2018, according to the records of the Hellenic Fire Service (https://www.fireservice.gr/el_GR/synola-
dedomenon).

Fig. 1.7: Spatial distribution of burned areas (shaded polygons) in Greece from 1984 to 2018. Different colors are
used to depict the number of times a fire has occurred in the same area. Green, yellow, orange, red and dark

red colors indicate fire frequencies equal to one, two, three, four and five, respectively. Adopted from
http://ocean.space.noa.gr/diachronic_bsm/.
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1.3 A review of fire danger/risk and drought indices, and fire danger rating systems

The potentiality of a wildland fire occurrence is usually expressed as a single value, calculated by
different formulations. As the probability of ignition is linked to the dryness of the vegetation
(Nesterov, 1949), subsequently it is related to weather conditions (Reinhard et al., 2005). Simplified
fire danger indices or more sophisticated fire danger rating systems use meteorological, climate and
fuel information, in order to provide a measure of chance of a fire starting in a particular fuel, its rate
of spread, intensity, flame height, spotting distance and difficulty to suppress (Sharples et al., 2009a).
According to Chandler et al. (1983), fire danger is the resultant of constant and variable factors that
affect the inception, spread and difficulty of control of fires and the damage they cause. Easily
numerical quantified factors are the topographic features, fuel characteristics and weather variables,
while random factors are often difficult to quantify, such as arson. Although incorporating all these
factors into a single index that describes fire danger seems an impossible task, each developed fire
index or fire danger rating system integrates a number of selected factors in order to assess fire danger.

Most of the fire and drought indices have been developed and employed in specific regions of the
world (e.g. Eastern or Western Australia, Canada, United States of America). From the above, some of
them have been modified, adopted and calibrated in order to be applicable in other regions (Arpaci et
al., 2013; Dimitrakopoulos et al., 2011a; Elhag and Boteva, 2017; Kambezidis and Kalliampakos, 2016;
Tatli and Turkes, 2014). This section provides information on the most worldwide used fire danger or
drought indices and fire danger rating systems, in chronological order of appearance®.

1.3.1 Munger Graphic Method

Munger (1916) introduced a graphic method of representing and comparing drought intensities, rather
than a single index representing fire severity. He argued that precipitation, temperature and wind were
so complexly interwoven that it seemed to be impossible to combine them and consider them jointly.
Thus, he concluded that the most important factor that influences fire hazard in the Pacific Northwest
was the infrequency of soaking rains, in other words the intensity of the droughts.

He assumed that a 30-day drought would be four times as intense as a 15-day drought, as probably
fair assumption in the case of forest desiccation. To present his hypothesis that the intensity of a
drought increased as the square of its duration, he represented this intensity by a right-angle triangle,
whose height and base were both proportional to the duration of the drought (Fig. 1.8). The right-hand
edges of the triangles marked the dates on which rain of 0.05 inch or more fell and the area of each
triangle determined the severity of drought. With this simple graphic method, comparisons of the
average for various localities could be made.

4 Additional indices exist in the bibliography, such as the German Baumgartner Index, the M68 Index, the Zhdanko
Index and the Garrega Index, which are not elaborated in this manuscript, but are worth mentioning.
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Fig. 1.8: Graphic representation of the drought intensities at Ashland, Oregon, during the summer of 1911.
Ordinates and abscissae both represent duration of dry periods having less than 0.05 inch precipitation on
any day (midnight to midnight). Adopted from Munger (1916).

1.3.2 Angstrom Index (Al)

Angstrom Index (Angstrém, 1949, 1942) is calculated by combining temperature, humidity and
expresses immediate fire danger. It was devised in Sweden and has been used all over the Scandinavia.
The index is given by

I—H 27—-T (1.1)
20" 10 '

where H is the relative humidity (%) and T is the air temperature (°C).

According to Eq. 1.1, the Angstrom Index does not use a model for fuel moisture, nor does it
accumulate the danger ratings over time. In this sense, it is a simple day-to-day fire danger indicator,
with a pure climatic approach, which be good if there are rapid changes in weather situations, which
increase the fire danger situation so quickly that fuel or soil moisture models are not able to capture
that moment (Arpaci et al., 2013). Table 1.1 translates the values of Al into fire risk occurrence.

Table 1.1: Angstrém Index values regarding fire risk.

>4.0 fire occurrence unlikely/low
4.0<Al<3.0 fire occurrence unfavorable/moderate
3.0<Al<25 fire conditions favorable/high
2.55AI1<2.0 fire conditions more favorable/very high
Al £2.0 fire occurrence very likely/extreme

1.3.3 Nesterov Index (NI)

The Nesterov Index (Nesterov, 1949) is a simple fire danger rating system that combines precipitation,
temperature and dew-point temperature information into a single index, calculated as (Onderka and
Melicher¢ik, 2010; Skvarenina et al., 2004)
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NI = Z(Ti — TAeMT; (1.2)

i=1

where NI denotes the Nesterov Index, w is the number of days since the last rainfall exceeding 3 mm
day-1, T; is the daily maximum air temperature (°C) and Tidew is the daily maximum dew-point
temperature (°C). Once the daily rainfall, as cumulative value, exceeds 3 mm day?, the index resets to
zero. The index is used primarily in Russia (McRae et al., 2006), Ukraine and in several countries of
former Soviet Union (e.g. Slovenia). It was also employed in Austria, as possible candidate (Arpaci et
al., 2013). A modified version of the index was applied in Portugal for forest fire risk estimation (Viegas
et al., 1999), while other modified versions also exist (Groisman et al., 2007). Table 1.2 indicates NI
values as a function of fire danger.

Table 1.2: Fire danger classes depending on the NI values (Skvarenina et al., 2004).

0-300 Minimal
301 -1000 Low
1001 - 4000 Moderate

4001 - 10000 High
>10001 Extreme

1.3.4 McArthur Forest and Grassland Fire Danger Meters

The McArthur Mark 5 Forest Fire Danger Meter (McArthur, 1967) is widely used in eastern Australia,
since its initial development, for dry-sclerophyll forest types. From that meter, an index referred to as
the Forest Fire Danger Index (FFDI) is produced, which is the basis for the fire danger classification
scheme (low, medium, high, very high or extreme), according to the value of FFDI, with respect to a
number of threshold values (Sharples et al., 2009a). The formulation of the Mark 5 meter was
performed by Noble et al. (1980) and is given by

FFDI = 2exp(—0.45 + 0.987In(DF) + 0.0338T — 0.0345H + 0.0234U) (1.3)

where DF is the drought factor, which represents fuel availability and ranges from 1 to 10 (Griffiths,
1999), T is the dry-bulb temperature (°C), H is the relative humidity (%) and U is the wind speed (km h"
1) at 10 m above the ground surface. The DF factor is based on recent precipitation and on the Byram-
Keetch Drought Index (BKDI), which is described below. Table 1.3 presents the different categories of
FFDI according to its values.

Table 1.3: Fire danger classes depending on the FFDI values.

0-11 Low/Moderate
12-24 High
25-49 Very high
50-74 Severe
75-99 Extreme
>100 Catastrophic

The McArthur Mark 4 Grassland Fire Danger Meter (McArthur, 1966)and the McArthur Mark 5
Grassland Fire Danger Meter (McArthur, 1977) were developed and presented initially in the form of
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circular slide rules® ,in order to assist in prediction of fire behavior in grassland fuels in New South
Wales and the Australia Capital Territory. The mark 4 meter is used by the Bureau of Meteorology and
produces the Mark 4 Grassland Fire Danger Index (GFDI4), which relates to the expected severity of
fire behavior and difficulty of suppression (Sharples et al., 2009a). The GFDI4 is formulated as (Purton,
1982)

GFDI4 = exp(—1.523 + 1.027I1n(Q) — 0.009432(100 — €)*>36 + 0.02764T
(1.4)
—0.2205vH + 0.6422VU)
where Q is the quantity of fuel (t ha), T is the dry-bulb temperature (°C), H is the relative humidity
(%), U is the wind speed (km h) and C is the degree of grass curing (%), which describes long-term
effects on the moisture content of grassland fuels. Curing is determined through the interaction of
precipitation and temperature patterns with the growing cycles of individual grass species (McArthur,
1966), while Sharples et al. (2009) expressed Eq. 1.4 as,

GFDI4 = Q¥?7 f(C)exp(—1.523 + 0.02764T — 0.2205VH + 0.6422VU) (1.5)

where the terms of fuel quantity and curing are multiplicative factors. The curing factor is given by

f(C) = exp(—0.009432(100 — C)1->36) (1.6)

The McArthur Mark 5 Grassland Fire Danger Meter was designed to be more widely applicable than its
predecessors (Noble et al., 1980), while the associated fire danger index is the mark 5 Grassland Fire
Danger Index (GFDI5). The derived equation for the GFDI5 is given by (Noble et al., 1980)

3.35Wexp(—0.0897m + 0.0403V), m < 18.8

0.299Wexp(—1.686 + 0.0403U)(30 —m), 18.8<m < 30 (2.7)

GFDI5 ={

where W is the fuel weight (t ha?), U is the wind speed (km h) and m is the fuel moisture content (%),
which is given as a function of dry-bulb temperature, relative humidity and curing as

_97.7 + 4.06H

0.00854H + 200 _ 34 (1.8)
Mm="T16 ' C '

1.3.5 Keetch-Byram Drought Index (KBDI)

The Keetch-Byram Drought Index (Keetch and Byram, 1968) was specifically designed for fire potential
assessment (Dimitrakopoulos and Bemmerzouk, 2003). It is a cumulative estimate of moisture
deficiency (fire potential) based on meteorological parameters, where its number represents the net
effect of evapotranspiration and precipitation in producing cumulative moisture deficiency in the
upper soil layers. The index attempts to measure the amount of precipitation necessary to recharge
the soil to field capacity and it is initialized when the soil is near saturation (close to field capacity). Soil
saturation varies by geographic region but may be reached during prolonged precipitation (rainfall)
events (Janis et al., 2002). Its formulation is given by (Dimitrakopoulos and Bemmerzouk, 2003)

5 Circular slide rules come in two basic types, one with two cursors, and another with a free dish and one cursor.
The dual cursor versions perform multiplication and division by holding a fast angle between the cursors as they
are rotated around the dial. The onefold cursor version operates more like the standard slide rule through the
appropriate alignment of the scales. Source: https://en.wikipedia.org/wiki/Slide_rule#tCircular_slide_rules.
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. (203.2 = Q)(0.968 exp(0.0875T + 1.5552) — 8.3)dt

1073 1.9
1+ 10.88exp(—0.001736R) (1.9)

where dQ is the daily addition to the moisture deficiency (mm), Q is the moisture deficiency index
(mm) of the previous day reduced by the daily net precipitation (greater than 5.1 mm), T is the daily
maximum temperature (°C), R is the mean annual precipitation (mm) and dt is the time increment
(day). If the KBDI is computed in daily basis then dt equals 1. If T < 10 °C then the KBDI value remains
unchanged.

Several assumptions exist for the calculation of the KBDI (Dimitrakopoulos and Bemmerzouk, 2003;
Keetch and Byram, 1968), such as a) the rate of moisture loss in a forested area will depend on the
density of the vegetation cover in this area, b) an exponential curve, where the rate of moisture loss is
a function of the mean annual rainfall, approximates the vegetation-precipitation (rainfall) relation, c)
the rate of moisture loss from the soil is determined by evapotranspiration relations, d) the depletion
of soil moisture with time is approximated by an exponential curve in which wilting-point moisture is
used as the lowest moisture level and e) the depth of the soil layer where the drought event occurs is
such that the soil has a field capacity of 20 cm (8 inches) of available water. In addition, Janis et al.
(2002) argued that median annual precipitation could be more appropriate than mean annual
precipitation, but they did not test this statement.

KBDI is an integral component of the US National Fire Rating System since 1988 (Burgan et al., 1998;
Janis et al., 2002), it has been tested in Hawaiian islands (Dolling et al., 2005) and it is included in the
Australian Fire Rating Systems (San-Miguel-Ayanz et al., 2003). Moreover, it has been in use at selected
Mediterranean locations of Greece since 1990 (Dimitrakopoulos and Bemmerzouk, 2003) and in
Central Europe, such as in Austria (Arpaci et al., 2013; Eastaugh and Hasenauer, 2014; Petritsch and
Hasenauer, 2014). Table 1.4 presents drought classes and fire potential for relative KBDI levels
(Dimitrakopoulos and Bemmerzouk, 2003; Janis et al., 2002).

Table 1.4: Drought classes and fire potential for relative KBDI levels.

0-150 Very low Minimal
150-300 Low Predictable fire behavior
300-500 Moderate Somewhat predictable fire behavior
500-700 High Above 600 fire suppression is a significant undertaking
>700 Extreme Unpredictable fire behavior with crowning and downwind spotting.

1.3.6 Chandler Burning Index (CBI)

The Chandler Burning Index (Chandler et al., 1983), originally designed for application at a monthly
time-scale, combines relative humidity and air temperature into a single index, with no adjustment for
fuel moisture. It has been applied to study fire weather in United States (McCutchan and Main, 1989)
and globally (Le Page et al., 2010; Roads et al., 2008) and it is formulated as

124 x [(110 — 1.373RH) — 0.54(10.2 — T)] x 10(-00142RH)
B 60

CBI (1.10)

where RH is the relative humidity (%) and T is the temperature (°C). If the CBI is calculated in daily
basis, then the maximum daily temperature is considered, while at monthly time increments, average
mean monthly values are considered (both in T and RH).
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Assessments of the CBI (Le Page et al., 2010) revealed an inconsistent behavior over boreal regions
during winter, when low relative humidity induces increased CBI values, while T is negative and the
ground is covered by snow. Thus, Le Page et al. (2010) modified the index to take its minimum value
when the air temperature was minimum by forcing relative humidity to 100%. Table 1.5 associates CBI
values with fire danger. Moreover, examination of Eq. 1.10 revealed that the CBI is highly volatile in its
expression of fire danger for all temperatures from 0 to 50 degrees Celsius for the range of 40% — 15%
relative humidity.

Table 1.5: CBI values and their corresponding fire danger®.

<50 Low
50-75 Moderate

75-90 High
90-97.5 Very high
>97.5 Extreme

1.3.7 Fosberg Fire Weather Index (FFWI)

The FFWI (Fosberg, 1983) is an instantaneous index which represents expected flame length and fuel
drying, assuming that fuel bed properties (e.g. moisture of extinction, surface area to volume ratio)
are temporally and spatially constant (Goodrick, 2002). It is a nonlinear filter of dry-bulb temperature,
relative humidity and wind speed data, which is designed to provide a linear relationship between the
combined meteorological data and fire behavior characteristics (Goodrick, 2002; Sharples et al.,
2009a). The formulation of FFWI is given by (Fosberg, 1983; Goodrick, 2002; Roads et al., 1991;
Sharples et al., 2009a)

nv1+ U?
FFW[ = — (1.11)
0.3002

where U denotes the wind speed (mph) and n is the moisture damping coefficient, which is calculated
as

n=1-2(0)+15(2) ~o05(2) (1.12)

while m stands out for the equilibrium moisture content, which is formulated as a function
temperature T (F) and relative humidity R (%), as (Roads et al., 1991)

0.03229 + 0.281073R — 0.000578RT, R < 10%
m= 2.22749 + 0.160107R — 0.01478T, 10% < R <50% (1.13)
21.0606 + 0.005565R? — 0.00035RT — 0.483199R, R > 50%

The index ranges from 0 to 100, where the upper limits have been set to give an index value of 100 if
the moisture content is zero and the wind is 30 mph. If any number is larger than 100, it is set back to
100. Table 1.6 provides the classification of fire behavior according to FFWI values.

Simard (1968) provided another expression for the equilibrium moisture content. It was resulted from
the regression analysis of data pertaining to the equilibrium moisture content of wood and is given by
(Sharples et al., 2009b)

6 Source: http://www.sasquatchstation.com/Fire_Weather.php
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0.03 + 0.2626R — 0.00104RT, R <10%
m= 1.76 + 0.4601R — 0.0266T, 10% < R < 50% (1.14)
21.06 — 0.4944R + 0.005565R? — 0.00063RT, R = 50%

FFWI was found to be highly correlated with fire occurrence in the north-east United States (Haines et
al., 1983) and also, in south-west United States (Sharples et al., 2009a). FFWI has been applied to
estimate the fire weather severity in the chaparral ecosystems of the Mediterranean-climate southern
California during Santa Anna wind events (Moritz et al., 2010; Nauslar et al., 2018). In France, Barbero
et al. (2019) used the FFWI in a modelling framework for resolving complex relationships linking
weather-to-climate variability associated with the occurrence of large wildfires, while Kambezidis and
Kalliampakos (2016) introduced a modification of the FFWI that included forest coverage to assess the
fire risk in Northern Greece (Central, Eastern Macedonia, Thrace).

Table 1.6: Fire behavior characteristics according to FFWI values.

0-20 Low risk/predictable
20-40 Moderate risk/somewhat predictable
40-60 High risk/ its suppression is a significant undertaking
60-80 Very high/uncontrollable
80-100 Extreme/erratic

Goodrick (2002) also modified the FFWI to take into account the impact of precipitation to the index,
improving its relationship with the burnt area. He combined the FFWI with the fuel availability factor
(FAF) which is a function of KBDI (dQ) and allows the fuel availability to increase rapidly as drought
conditions become more severe, as,

mFFWI = FAF X FFWI (1.15)

where FAF was given by,

FAF = 0.000002dQ? + 0.72 (1.16)

1.3.8 Canadian Forest Fire Weather Index (CFFWI)

The Canadian Forest Fire Weather Index (CFFWI) System (also known as FWI) was first issued in 1970,
but its full potential was presented seventeen years later (Van Wagner, 1987), with analytical
presentation of the system equations and numerical codes (van Wagner and Pickett, 1985). The system
is based on the moisture content of three forest fuel classes plus the effect on fire behavior and
consists of six components. The three primary sub-indices represent fuel moisture, while the two
intermediate sub-indices represent fire behavior (rate of spread and fuel consumption) and the final
index represents fire intensity (FWI), as energy output rate per unit length of fire front. Fig. 1.9 depicts
the flow chart of the CFFWI System.

The CCFWI is digested with weather inputs in the form of air temperature (°C), 24h-accumulated
precipitation (mm), relative humidity (%) and wind speed (m s*) at 10 m above ground level. The four
weather observational data are generally recorded daily at noon local standard time (LST) or 1300 local
daylight time (LDT).

According to Van Wagner (1987), the Fine Fuel Moisture Code (FFMC) indicates the moisture content
of the smallest forest fuels (surface litter, leaves, needles and small twigs) and is estimated from the
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previous day's FFMC plus temperature, relative humidity, wind speed and 24-h precipitation, while it
takes ‘about 2—-3 days to equilibrate under constant conditions. The Duff Moisture Code (DMC)
represents the moisture content of the medium-sized surface fuels and duff layers (approximately 2—
10 cm beneath the surface), it is calculated from the previous day's DMC, in conjunction with
temperature, relative humidity and 24-h precipitation data and requires 12 days to equilibrate. The
Drought Code (DC) indicates the moisture content of the largest surface fuels and deep duff layers
(deeper than approximately 10 cm). It is also estimated from the previous day's DC, local noon
temperature and 24-h precipitation with a longer period to lose its moisture, about 52 days (Van
Wagner, 1987).

The Initial Spread Index (ISl) calculates the expected rate of fire spread, by combining the effects of
wind and the FFMC on rate of spread without the influence of variable quantities of fuel. The Buildup
Index (BUI) estimates the total amount of fuel available for combustion by combining the DMC and the
DC fuel moisture codes. Finally, the ISl and BUI codes are used in the calculation of the Fire Weather
Index (FWI). The latter is incorporated into the Daily Severity Rating (DSR), which accurately reflects
the expected efforts required for fire suppression, emphasizing higher FWI values (Shabbar et al.,
2011).

The CFFWI System been used by Canadian fire management agencies for more than forty years
(Girardin and Wotton, 2009), in southern European countries (Bedia et al., 2015; Viegas et al., 1999)
such as Italy (Good et al., 2008) and Greece (Dimitrakopoulos et al., 2011a; Elhag and Boteva, 2017;
Good et al., 2008; Karali et al., 2014), in Australia (Kraaij et al., 2013), South Africa (Dowdy et al., 2009)
and China (Tian et al.,, 2011). Moreover, the European Forest Fire Information System (EFFIS,
http://effis.jrc.ec.europa.eu) utilizes the FWI in the EFFIS Danger Forecast module (San-Miguel-Ayanz
et al., 2019), while in the United Kingdom, a modified version of the CFFWI is used by the name, Fire
Severity Index (FSI). In addition, the CFFWI has been used for long term fire weather trends (Wallenius
et al., 2011), climate variability studies (Shabbar et al., 2011) and possible future fire behavior under
climate change (Mori and Johnson, 2013; Whitman et al., 2015), while its dependency to weather
stations data makes the CFFW!I system a good candidate for exploring the effects of inhomogenized
versus homogenized data (Tsinko et al., 2018).

Fig. 1.10 displays examples of fire behavior in jack pine stands under different FWI values. Table 1.7
presents the classification of FWI values into fire danger classes appropriate for the Mediterranean
environments, proposed by Dimitrakopoulos et al. (2011a), who evaluated the FWI module during two
consecutive fire seasons in Crete, Greece. However, they pointed out that long—term studies are
necessary to determine the precise range of each fire danger class according to fire occurrence data.
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Fig. 1.9: The Canadian Forest Fire Weather Index (CFFWI) System and its six components. Adopted from
https://cwfis.cfs.nrcan.qc.ca/background/summary/fwi.

Fig. 1.10: Examples of fire behavior in jack pine stands under different FWI values. Adopted from
https://cwfis.cfs.nrcan.gc.ca/background/examples/fwi.
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Table 1.7: FWI values into fire danger classes for the Mediterranean environments (Dimitrakopoulos et al.,
2011a):

0-38 Low

39-48 Moderate

49 - 60 High
>60 Extreme

1.3.9 National Fire Danger Rating System (NFDRS)

The National Fire Danger Rating System (NFDRS) was developed in the United States as a consistent
interagency decision-support framework to provide a measure of the relative seriousness of burning
conditions and threat of fire. It was first introduced in 1964, while it has been updated in 1972, 1978
(Deeming et al., 1977), 1988 (Burgan, 1988) and recently, in 2016’. The three significant changes in the
latest version are a) the incorporation of the Growing Season Index (GSI)® to compute live fuel
moisture, b) the incorporation of the Nelson Model (Nelson Jr, 2000) to compute fine dead fuel
moisture and c) the reduction of the number of fuel models in the NFDRS. Figs. 1.11 and 1.12 display
the 78/88 NFDRS and 2016 NFDRS® flow charts, respectively. The NFDRS combines fire weather
observations and forecasts, a set of primary components and indices (see below), the Wildland Fire
Assessment System (WFAS), the Weather Information Management System (WIMS) and Pocket Cards
in order to assess fire danger.

The primary NDFRS components and indices are:

e The Ignition Component (IC): The IC provides rating of the probability that a firebrand will
cause a fire requiring suppression action. Expressed as a probability; it ranges on a scale of
zero to 100. An IC of 100 means that every firebrand will cause an actionable fire if it contacts
a receptive fuel. Likewise, an IC of zero would mean that no firebrand would cause an
actionable fire under those conditions.

e The Spread Component (SC): The SCis a rating of the forward rate of spread of a headfire in ft
mint,

e The Energy Release Component (ERC): The ERC is a number related to the available energy,
Btu per unit area square foot, within the flaming front at the head of a fire. Daily variations in
ERC are due to changes in moisture content of the various fuels present, both live and dead.
Conditions producing an ERC value of 24 represent a potential heat release twice that of
conditions resulting in an ERC value of 12.

e The Burning Index (BI): The Bl is a number related to the contribution of fire behavior to the
effort of containing a fire and is derived from a combination of SC and ERC. It is expressed as
a numeric value closely related to the flame length in feet multiplied by ten. The computed BI
values represent the near upper limit to be expected on the rating area. In other words, if a
fire occurs in the worst fuel, weather, and topography conditions of the rating area, then these
numbers indicate its expected fireline intensities and flame length.

e The Lightning Occurrence Index (LOI): The LOIl is a numerical rating of the potential occurrence
of lightning-caused fires. It is intended to reflect the number of lightning caused fires one could
expect on any given day. The LOl is scaled such that a LOI value of 100 represents a potential

7 https://www.nwcg.gov/sites/default/files/memos/eb-m-19-002.pdf
8 https://www.wfas.net/index.php/growing-season-index-experimental-products-96
% https://sites.google.com/firenet.gov/nfdrs

23


https://www.nwcg.gov/sites/default/files/memos/eb-m-19-002.pdf
https://www.wfas.net/index.php/growing-season-index-experimental-products-96
https://sites.google.com/firenet.gov/nfdrs

of 10 fires per million acres. It is derived from a combination of Lightning Activity Level (LAL)
and IC.

e The Human Caused Fire Occurrence Index (MCOI): The MCOI is a numeric rating of the
potential occurrence of human-caused fires. Similar to the LOI, this value is intended to reflect
the number of human-caused fires one could expect on any given day. It is derived from a
measure of daily human activity and its associated fire start potential, the human caused fire
risk input, and the ignition component. The MCOI is scaled such that the number is equal to
ten times the number of fires expected that day per million acres.

e The Fire Load Index (FLI): The FLI is a rating of the maximum effort required to contain all
probable fires occurring within a rating area during the rating period. The FLI was designed to
be the end product of the NFDRS — the basic preparedness or strength-of-force pre-
suppression index for an administrative unit. It was to be used to set the readiness level for
the unit. It focuses attention upon the total fire containment problem. Because the FLl is a
composite of the various components and indexes of the NFDRS, including the local lightning
and human caused fire risk inputs, the comparability of values varied significantly from one
unit to another.

e The Keetch-Byram Drought Index (KBDI): The KBDI is not an output of the National Fire Danger
Rating System itself but is often displayed by the processors used to calculate NFDRS outputs.
The KBDI was described in section 1.2.5.

Fire Danger is expressed using these levels:

e Low: Fuels do notignite readily from small firebrands although a more intense heat source,
such as lightning, may start fires in duff or light fuels.

e Moderate: Fires can start from most accidental causes, but with the exception of lightning
fires in some areas, the number of starts is generally low.

e High: All fine dead fuels ignite readily and fires start easily from most causes.

e Very high: Fires start easily from all causes and, immediately after ignition, spread rapidly
and increase quickly in intensity.

e Extreme: Fires start quickly, spread furiously, and burn intensely. All fires are potentially
serious.
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Fig. 1.11: Flow chart of the 78/88 version of the NFDRS. Adopted from https://www.nwcg.gov/publications
/pms437/fire-danger/background.
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Fig. 1.12: Flow chart of the 2016 NFDRS. Adopted from https://www.nwcg.qov/publications/pms437/fire-
danger/background.
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1.3:10 Haines Index (HI)

The Haines Index (Haines, 1988), originally known as the Lower Atmospheric Severity Index (LASI), is
used primarily in United States wildland fire management in order to show the atmospheric potential
for large or erratic fires. Its conceptualization was based on the environmental lapse rate of a layer of
air coupled with its moisture content (Haines, 1988). The HI comprises the stability component (A, the
temperature difference between two prescribed pressure levels) and the moisture component (B, the
dew point depression at a prescribed pressure level). The prescribed levels depend on the surface
elevation (low, middle and high variant) at the location which the Hl is applied (Haines, 1988; his Fig.
1). Each component’s value corresponds to integers of 1, 2 or 3 and the summary (A+B) yields the final
Hl value from 2 to 6. Fire personnel generally consider a 5 or 6 value indicative of a need to be prepared
for atypically high fire activity (Potter, 2018). Table 1.8 presents the pressure levels and threshold
values for the Haines Index.

Table 1.8: Components of the Haines Index with their pressure levels and threshold values. T and Tp is the air
temperature and dew point temperature (0C), respectively, at the specific pressure level. After Potter (2018).

Low Medium High
Stability <4 <6 <18 1
Tos0-Tsso 4-8 Tsso-T700 6-11 T700-Ts00 18-22 2
>8 >11 222 3
Moisture <6 <6 <15 1
(T-To)sso 6-10 (T-To)eso 6-13 (T-To)700 15-21 2
>10 >13 >21 3

However, the validity of the Haines Index is questioned thoroughly in the work of Potter (2018), who
examined several studies (McCaw et al., 2007; Saltenberger and Barker, 1993; Werth and Ochoa, 1993)
of the HI performance. He concluded that, although the intent and logic going into the original Index
development were sound and the effort employed what was then the state of the science, the resulting
Index was unsound, including lacking quantitative fire data, while it is unclear whether it would more
appropriately be revised or replaced. Its limitations are also acknowledged in Murdoch et al. (2012),
who stated that the Hl is most often used as an indicator of the potential for rapid-fire growth in plume-
dominated fires, which typically occur in large fuel or forested regimes. Nevertheless other studies
employed the HI into their analysis, such as the work of Tatli and Tiirkes (2014), who evaluated the HI
over the Mediterranean Basin for the period 1980 — 2010.

1.3.11 Fire Potential Index (FPI)

The Fire Potential Index (Burgan et al., 1998) model incorporates both satellite and surface
observations in a single index that depicts fire potential, in the sense that the latter can be assessed if
the moisture level of live and dead vegetation is reasonably represented. It was developed in United
States in order to provide a method of estimating fire potential that was simpler to operate than the
current U.S. National Fire Danger Rating System (NFDRS) (Burgan et al., 1998). The FPI model requires
a) a fuel model map, b) a Relative Greenness (RG) map (Burgan and Hartford, 1993), indicating current
vegetation greenness compared to historical maximum and minimum values and c) a 10-hour time lag
dead fuel moisture map (Fosberg and Deeming, 1971). A 10-hour time lag fuel is defined as the dead
woody vegetation in the range between 0.6 to 2.5 cm in diameter. The FPI ranges from 0 to 100.
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The fuel model map (in raster format) consists of the standard NFDRS fuel types, where only the total
live and dead fuel loads of each are required as additional information. The RG map is derived from
the Normalized Difference Vegetation Index (NDVI) (Rouse et al., 1973), according to

- NDVIy — NDVIyin
" NDVIgy — NDVIpin

X 100 (1.17)

where NDVIy is the highest observed NDVI value for the 1-week composite period, NDVImin and NDVImax
are the historical minimum and maximum NDVI values for a given pixel, respectively.

Burgan et al. (1998) provided a number of steps for the calculation of the FPI values and concluded
into a single equation (their Eg. 10), which is not presented here for consistency reasons. A modified
version of the FPI adopted to the European context was introduced by Sebastian Lopez et al. (2002),
where the FPIl was given by

FPI =100 X (1 — Fm10hr,,,) X (1 — L7) (1.18)

where the Fm10hr.,r was the moisture content of the small dead fuels corrected by the solar heating
and the extinction moisture content and Lr was the live ratio corrected by the RG (Eq. 1.17). The
uncorrected Fm10hr was empirically estimated as

Fm10hr = 1.28 X m (1.19)

where m was the equilibrium moisture content from Eq. 1.13. The uncorrected Lr was given by

NDVImax )

—_— (1.20)
NDVIabsMax

Lty = 0.25 + 0.5 X (

where the NDVImax represented the maximum NDVI in the considered 5-year period and the NDVlpsmax
was the overall maximum NDVI on any location in Europe during the same period. Their results showed
the ability of the FPI to identify potential fire scenarios, albeit they recognized several lines of future
work, such as optimization of interpolation methods, meteorological forecast and the introduction of
new variables (e.g. wind patterns).

Schneider et al. (2008) proposed a new approach to the calculation of the RG based on the Visible
Atmospherically Resistant Index (VARI) (Gitelson et al., 2002) and tested their FPI values (their Eq. 4)
to the Southern California, against 12,490 fire detections from the MODIS active fire product using
logistic regression. Moreover, Adelabu et al. (2020) employed a modified version of FPI calculation
algorithm in South-Africa in order to provide a useful index of fire risk in the mountainous study area,
from 2011 to 2014.

1.3.12 F index

The F index (Sharples et al., 2009a) is a combination of wind speed information and fuel moisture
content, where the fire danger decreases as fuel moisture content increases, but increases as wind
speed increases. It is given by

max Uy, U
o _ max(Uo, U)

(1.21)
FMI

where U, is a wind speed threshold (1 km hl), U is the wind speed (km ht) and FMI is the fuel moisture
content, which is calculated as (Sharples et al., 2009b)
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FMI = 10 — 0.25(T — H) (1.22)

where T is the air temperature (°C) and H is the relative humidity (%).

Sharples et al. (2009a) compared the F index with the FFDI (Eq. 1.3), GFDI4 (Eq. 1.4), GFDI5 (Eq. 1.7)
and FFWI (Eq. 1.11), which are more mathematically involved fire danger indices. They showed that
the F index is highly correlated with each of the four indices (their Table 2) and was able to produce
similar results with them. However, they stated that under extreme fire weather conditions the
agreement between the F index and the other indices was worst, but to its defense they acknowledged
that the McArthur indices were developed in the absence of extreme fire weather. Table 1.9 presents
the fire danger classification thresholds for F, along with the corresponding values of FFDI and GFDI4
indices, while Fig. 1.13 displays the fire danger rating monogram based on the F index, as proposed by
Sharples et al. (2009a).

Table 1.9: Fire danger classification thresholds for F compared to FFDI and GFDI4, respectively (Sharples et al.,
2009a).

Fire danger F index FFDI F index GFDI4 \
Low 0-0.7 0-5 0-0.5 0-25
Moderate 0.7-1.5 5-12 0.5-1.2 25-75
High 1.5-2.7 12-24 1.2-29 7.5-20
Very high 27-6.1 24-50 29-73 20-50
Extreme >6.1 50 - 100 >7.3 50 - 200
& Low O HIGH B EXTREME

MODERATE E VERY HIGH

LEAF
TEST
FOR
FMC

SMALL LARGE BRANCHES
BRANCHES SASF&/';‘\?S BRANCHES Tsﬁff BROKEN OFF
SWAY SWAY TREES

Fig. 1.13: Fire danger rating monogram based on the F index (Sharples et al., 2009a).
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1.3.13 Santa Ana Wildfire Threat Index (SAWTI)

The Santa Ana Wildfire Threat Index (SAWTI) (Rolinski et al., 2016) is a tool for categorizing Santa Ana
(California, USA) wind events with respect to anticipated fire potential, especially large fire potential
(>100 ha). It combines meteorological and fuel moisture information into a single equation as

LFP = 0.001W>2D, x FMC (1.23)

where W; is the 10 m sustained wind speed (mi h), D4 is the near-surface (2m AGL) dew point
depression (°F), defined as (T — Tq4) and FMC is the fuel moisture component given by (Rolinski et al.,
2016)

1.7

FMC = {0.1 [(% - 1) + Gog } (1.24)

In Eg. 1.24, DL is the dryness level, LFM is the live fuel moisture and G is the degree of green-up of
the annual grasses. The interested reader is referred to Rolinski et al. (2016) for the analytical
explanation and calculation of the aforementioned variables.

1.3.14 Hot-Dry-Windy Index (HDWI)

The Hot-Dry-Windy Index (HDWI) (Srock et al., 2018) was developed recently as an effort to isolate the
effects of weather on wildland fire, such as the Angstrém Index (Eq. 1.1) and the Haines Index (Table
1.8). According to authors, the HDWI is a physical index that utilizes large scale information, as it is
more spatially and temporally predictable, and conditions at these scales are often an adequate proxy
for fire-scale variability. Given that the relative humidity alters the level of evaporation at different
temperatures, the combined effect of the temperature and absolute moisture content on the fire
environment is different. Taking the aforementioned into consideration, the HDWI is formulated as
(Srock et al., 2018)

HDWI = U x VPD(T, q) (1.25)

where U is the wind speed (m s) and VPD is the vapor pressure deficit (hPa), defined as

VPD(T,q) = es(T) — e(q) (1.26)

where e is the saturation vapor pressure (hPa) and e is the vapor pressure (hPa). Both quantities are
formulated in Appendix I. Practically the HDWI can be calculated at any point, but the authors
advocated that a 500 m deep layer over the surface is sufficient in order to identify days on which
synoptic-and meso-alpha-scale weather processes can contribute to especially dangerous fire
behavior. However, they stressed out that additional analysis is required before HDWI can be used as
an operational, decision-informing forecast tool.

1.3.15 Additional European fire danger indices and methods

In southern European countries, a number of fire danger indices and methods were developed mostly
at the 1980s and early 1990s. Specifically, France, Italy, Portugal and Spain developed or adopted and
calibrated their own fire danger rating systems, knows as the French, Italian, Portuguese and Spanish
Method, respectively. Viegas et al. (1999) evaluated these methods, along with the CFFDI in Southern
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Europe and showed that the CFFDI and the Portuguese Method presented the best overall
performance. Here, only a short description of each method is presented®.

The French Method, proposed originally by Sol (1989) and Drouet and Sol (1990), requires daily values
of air temperature, relative humidity, cloud cover, wind velocity and an initial value of the water
content of the soil (Viegas et al., 1999). Additionally, Carrega (1991) has proposed an index from a
statistical analysis of meteorological parameters associated with fire occurrence in the French Riviera
(Dimitrakopoulos et al., 2011a). The Italian Method (IREPI) (Bovio et al., 1984) estimates the loss of
water in the soil due to actual evapotranspiration and combines it with the potential value of
evapotranspiration in order to compute the danger index. It requires the daily average values of air
temperature, relative humidity, wind and insolation, and cumulative precipitation.

The Portuguese Method is composed of a daily fire index and a cumulative index, the latter being a
weighed sum of the daily indexes of the previous days, where the weighting factor is a function of
precipitation. It's a modified version of the Nesterov Index (Eq. 1.2) and was employed by the
Portuguese Meteorological Institute (Viegas et al., 1999). For the calculation of the daily index, it is
necessary to measure the air temperature and relative humidity at 1200 LST. Wind speed and direction
is taken into account in the final classification, according to local conditions (INMG, 1988). In addition,
other studies explored the fire potential (Nunes et al., 2019) and fire hazard (Fernandes, 2009) over
Portugal. The Spanish Method (ICONA, 1988) evaluates a probability of fire start, based on air
temperature and relative humidity measured at 12.00 UTC.

1.3.16 Fire danger rating system in Greece

In Greece, the General Secretariat of Civil Protection produces daily fire risk thematic maps during the
fire season (May-October). The production of the thematic maps (https://www.civilprotection.gr/
el/daily-fire-prediction-map) is based on combined information (Issues No 2729/24-05-2013 and No
3841/29-05-2017) from several agencies and sources (e.g. Civil Protection Agency, Hellenic National
Meteorological Service-HNMS, Hellenic Ministry of Environment and Energy, Hellenic Fire Service,
Atmospheric Modeling and Weather Forecasting Group - National & Kapodistrian University of
Athens).

The meteorological information is available primarily from the HNMS surface stations, while
information on the current status of vegetation is provided through the exploitation of the NDVI,
relative greenness (RG) and departure from average greenness parameters, respectively. In addition,
the General Secretariat of Civil Protection calculates daily the FWI of the CFFWI system and the Ignition
component (IC) of the NFDRS by utilizing gridded forecast data from numerical weather prediction
models and/or geographical information systems (GIS). The final product is a thematic map in five fire
risk classes (low, moderate, high, very high and extreme/on alert), which is available daily at
approximately 1230 LT and it is valid for the next day. The map is disseminated on several agencies
according to protocol and on the news, as well, which are obliged to present it to the public
(https://www.civilprotection.gr/sites/default/gscp uploads/gscp 20190624 0.pdf). Fig. 1.14
presents the fire risk on 23 of July 2018, as it was issued on the 22" of July 2018.

10 The author did not examine if the presented methods are currently in use (January 2020).
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Fig. 1.14: Fire risk thematic map issued on 22/07/2018 by the Greek General Secretariat of Civil Protection, valid
for 23/07/2018. Green, light blue, yellow, orange and red colors indicate low, moderate, high, very high and
extreme (on alert) fire risk, respectively.

1.4 Wildfire modelling

Modelling the behavior of a wildland fires has been an active field of research since the 1920s (Sullivan,
2009a). From the early beginning, it became evident that the understanding of such phenomena and
their potential behavior was through measurements, observations (Gisborne, 1929, 1927b) and
theoretical considerations of the processes involved (Hawley, 1926). In the 1930s and 1940s, a physical
approach!! was incorporated to the measurement and modelling of the behavior of wildland fires
(Curry and Fons, 1940, 1938; Fons, 1946), while in the 1950s several fire danger rating systems were
emerged in the US, Canada and Australia. In the next twenty years (1950s and 1960s), research efforts
in the field were associated and closely related with the effects of mass bombing and nuclear weapons
(Chandler et al., 1963), albeit in the 1970s the lack of funding from the defense organizations did not
advance the research of wildland fire behavior. In the 1980s, mostly land and fire management
agencies and occasional journeyman mathematicians and physicists were interested in wildland fire
behavior, where bigger and more achievable goals were introduced (Sullivan, 2009a). It was during the

11 As physical approach here is considered the fundamental understanding of physics and chemistry involved in
the combustion of biomass fuel and behavior of a wildland fire.
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1990s that advances in remote sensing, geographical information systems and computational
resources led to an increased interest on fire behavior modelling, specifically the spatiotemporal
prediction of fire spread.

Early fire spread and flame length predictions were based on easily measured properties, such as fuel
and surface weather variables. The fuel was divided into categories and the traditional approach was
based on the heat from fuel consumption, albeit heat transfer mechanisms did not separate radiation
and convection (Anderson, 1969; Van Wagner, 1967). Later, fuel categories in conjunction with
topography and the wind were used for fire spread predictions (Brown, 1974) but the focus was on
fire behavior more than the mechanisms of combustion and heat transfer (Bakhshaii and Johnson,
2019). At the same time, a more semi-mechanistic approach simplified the combustion and heat
transfer into a simple flux equation (Byram, 1959; Rothermel, 1972), incorporating the heat released
per unit mass of fuel during combustion and the mass loss rate during flaming combustion.

Weber (1991) provided a comprehensive review of fire behavior modelling prior to 1990, where
models described as physical, empirical or statistical. Mell et al. (2007) elaborated on physical models
and proposed a categorization scheme according to the component on which the model was focused
(Fig. 1.15). In his series of papers, Sullivan (2009a, 2009b, 2009c) presented an extensive range of
modelling work in wildland fire behavior during the period 1990-2007 and categorized the different
methods of modelling. According to his convention, a physical model attempts to represent both the
physics and the chemistry of fire spread (Table 1.10), while a quasi-physical model attempts to describe
only the physics (Table 1.11). An empirical model contains only statistical in nature and no physical
understanding (Table 1.12), with quasi-empirical models containing some form of physical framework
on which the statistics are based (Table 1.13). Simulation models implement a pre-existing fire
behavior model (Table 1.14), while mathematical analogue models utilize a mathematical precept
rather than a physical one for the fire spread modelling (Table 1.15).

The new generation of wildfire models combine physical or empirical fire models with a numerical
weather prediction (NWP) model or a computational fluid dynamics (CFD) model. The coupling
depends on the approach (one-way or two-way'?) and the spatiotemporal scales of phenomena that
are resolved or parametrized. Thus, the models’ physics and dynamics are strongly dependent on the
scales of the target phenomena. As a wildfire is a multi-scale event (from combustion processes to
synoptic scale forcing), physical parameterization in a particular scale of motion is required. Multi-scale
models intend to assess the different levels of complexity in each scale. A coupled atmosphere-wildfire
numerical system requires a significant amount of parameterization and filtering in order to represent
the combined essence of a wildfire behavior over large domains (Bakhshaii and Johnson, 2019). Fire
heat and moisture fluxes are physical parameterized in microscale (2 mm —200 m), the convection and
potential pyrocumulus activity are described in mesoscale (2 to 200 km), while synoptic scale drives
the atmospheric forcing.

Next, a short description of the most common used new generation atmosphere-wildfire models is
presented.

121n the one-way interaction model the atmospheric or CFD model “feeds” the fire model with input (e.g. wind
direction and velocity), while in the two-way coupling, the fire model provides feedback, altering the
atmospheric conditions in the vicinity of the fire.
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Fig. 1.15: The relationship of different wildland fire models. Each approach is located according to its emphasis
on the atmosphere, vegetative fuel, and/or fire component(s) of the working model. Adopted from Mell et al.
(2007), their Fig. 1.

Table 1.10: Physical models published in the literature during 1990-2007. Adopted from Sullivan (2009a).

Model (Year) Origin Dimensions Plane
Australia 2 Xy
Greece 3
USA 3
Australia 1 x
0 Grishin ST 2 xz
France 2 xz
France 2 xz
France 2 xz
France 2 xy
| Uos(z002) [N 2 xy
USA 3
USA 3

1.4.1 FIRETEC

FIRETEC (Linn et al., 2002), developed at the Los Alamos National Laboratory, New Mexico, USA, is a
one-way physical coupled fire model, where the fire physics is an ensemble of average that is coupled
to the atmosphere by HIGRAD (Reisner et al., 2000, 1998) at the scale of the fire model. HIGRAD adjusts
the airflow to the terrain and topography and feeds FIRETEC, without updating the boundary
conditions. The latter solves its system of equations using a finite volume numerical method, while
structures smaller and larger than the resolved scale of the model are not represented explicitly.
FIRETEC does not use empirical relations to the fire spread prediction and uses the Boussinesq
approximation that ignores variation in the atmosphere. The model is computationally expensive and
is limited to a small-eddy spatial (1 mm —1 m, domain: 1 km?) and temporal (1 s — 2 h) scale.

33



1.4.2 WFDS

WEFDS (Mell et al., 2007) stands for Wildland-urban interface Fire Dynamics Simulator and is an
extension of the Fire Dynamics Simulator (FDS), developed at the U.S. National Institute of Standards
and Technology (NIST). It is a fully three-dimensional physical one-way fire-atmosphere model that
uses approximations to the governing equations of fluid dynamics, combustion and the thermal
degradation of solid fuel. It differs from FIRETEC in terms of the physics of combustion (Bakhshaii and
Johnson, 2019). WFDS is an open source large-eddy simulator (LES) that includes an approximation to
analytically eliminating acoustic wave propagation. In addition, the model uses the level set method
to simulate the fire front (Osher and Fedkiw, 2003), with no ability for wildfire forecasting in real-time.
Although it utilizes a multi-mesh, the inner mesh feedback cannot update outside the boundary
conditions and simultaneously adjust the coarse resolution values, adding potential limitations for
simulating large wildfires (as multi-scale phenomena).

Table 1.11: Quasi-physical models published in the literature during 1990-2007. Adopted from Sullivan (2009a).

Model (Year) Origin Dimensions Plane
ADFA | (1989) Australia 1 X
TRW (1991) USA 2 Xy
Albini (1985, 1986, 1996) USA 2 Xz
UdcC (1998) France 2 Xy
ADFA 11 (2002) Australia, USA 2 XZ
Coimbra (2004) Portugal 2 Xy
UoC-B (2005) USA 2 Xz

1.4.3 CAWFE

The Coupled Atmosphere-Wildland Fire-Environment (CAWFE) model (Clark et al., 1996b, 1996a, 2004)
was developed at the National Center for Atmospheric Research (NCAR), Colorado, USA. In its early
releases, CAWFE consisted of the Clark-Hall mesoscale atmospheric model coupled with a tracer-based
fire spread model, while in the current version (Coen, 2013) a quasi-physical (or semi-physical) fire
module is fully coupled to the atmospheric model. CAWFE can be initialized and boundary conditions
updated with gridded atmospheric states from model forecasts or analyses. The model is based on the
primitive equations of motion and thermodynamics, where wildland fire processes occur at scales
several orders of magnitude smaller than the atmospheric grid size. CAWFE does not simulate flames,
combustion chemistry or consumption of oxygen, but simulates the flaming front, rate of spread, post-
frontal release and sensible and heat fluxes (both for surface and crown fires). CAWFE has the ability
to run both in LES or in a multi-nesting mode, faster than real time (Coen et al., 2018).

1.4.4 ARPS/DEVS-FIRE

The Advanced Regional Prediction System (ARPS) serves as a tool for research and explicit prediction
of convective storms and weather systems at meso-gamma scales (2 km) and was developed at the
Center for Analysis and Prediction of Storms (CAPS), at the University of Oklahoma, USA (Xue et al.,
2001, 2000). The DEVS-FIRE (Hu et al., 2012; Ntaimo et al., 2004) is a raster based fire spread model,
which treats weather as an external input. As a result, the execution times in the ARPS/DEVS-FIRE
system are longer. In addition, the lack of parallelism in the fire spread, fluxes and emissions solvers
impacts computational times further. The coupling between ARPS and DEVS-FIRE is performed in the
same framework as in FIRETEC and HIGRADS. Moreover, the newly implemented dynamic data
assimilation methods showed that the simulation results can be improved (Dahl et al., 2015; Xue et al.,
2012b, 2012a).

34



1.4.5 ForeFire/Meso-NH

The Meso-NH (Lafore et al., 1998) is non-hydrostatic mesoscale numerical model that utilizes the
anelastic approximation for filtering acoustic waves. It was developed as a collaboration effort
between the Centre National de Recherché Météorologique (CNRM) and the Laboratoire d’ Aérologie
in France. The fire propagation model (Balbi et al., 2009) is a quasi-physical model that predicts the
fire front propagation as a radiating panel in the normal direction normal to the front. A Lagrangian
front tracking method is used in the ForeFire fire propagation solver (Filippi et al., 2009). The coupling
between Meso-NH and ForeFire is performed in the manner that the atmosphere’s forcing applies in
the fire model by a bilinear interpolation in space and time and the atmospheric model treats the
feedback (imposed sensible and latent heat fluxes), at ground level. In addition, the radiation is treated
explicitly by using fuel-depended nominal values to estimate the heat fluxes and effective emitting
temperature (Filippi et al., 2011).

Table 1.12: Empirical models published in the literature during 1990-2007. Adopted from Sullivan (2009b).

Model (Year) Origin Field or laboratory*? Fuel type
CFS-accel (1991) Canada Laboratory Needles/excelsior
CALM Spinifex (1991) Australia Field Spinifex
CFBP (1992) Canada Field Forest
PWSTas (1995) Australia Field Buttongrass
CALM Mallee (1997) Australia Field Mallee/heath
CSIRO Grass (1998) Australia Field Grass
Heath (1998) Australia Field Heath/shrub
CALM Jarrah 1 (1999) Australia Laboratory Litter
CALM Jarrah 11 (1999) Australia Field Forest
UdTM Shrub (2001) Portugal Field Heath/shrub
UdTM Pinaster (2002) Portugal Field Forest
Gorse (2002) Spain Field Gorse
Magquis (2003) Turkey Field Maquis
Helsinki (2007) Finland Field Forest/moss
CSIRO Forest (2007) Australia Field Forest

1.4.6 WRF-(S)FIRE

The WRF-SFIRE (Mandel et al., 2014, 2011) and the WRF-FIRE (Coen et al., 2013) atmosphere-wildland
fire models are essentially the same, albeit the former shares additionally features against the latter.
The atmospheric model WRF is an upgrade of the 5™ generation NCAR/Penn State Mesoscale Model
(MM5) and the Advance Research WRF (ARW) solver (Skamarock et al., 2008) is applicable across
scales ranging from 10s of meters to 10s of kilometers, including real-time forecast, research, coupled
model applications, regional climate research and data assimilation. Its computation parallelization
and modular structure is a tremendous advantage, where the fire module is based on the Rothermel’s
formulation (Rothermel, 1972) and is implemented as an added physics option. The fire module
originates from CAWFE. The atmosphere-fire coupling is performed through passing wind,
temperature and moisture values from the lowest model level to the fire module, which predicts the
fire spread and in turn releases the fire emissions back to WRF assuming an exponential decay with

13 Empirical models further categorized into field or laboratory, based on the statistical analysis of observations.
Distinction is made between observations of fire behavior in the strictly controlled and artificial conditions of the
laboratory or in the field under more naturally occurring conditions.
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height. WRF-(S)FIRE has the ability to run faster than real time. A more detailed description of the WRF,
the fire module and their coupling method are presented in Chapter 2.

Table 1.13: Quasi-empirical models published in the literature during 1990-2007. Adopted from Sullivan (2009b).

Model (Year) Origin Field or laboratory Fuel type
TRW (1991) USA Laboratory Match splints

Australia Laboratory Match splints
USA Laboratory Ponderosa/excelsior
Spain Laboratory Ponderosa

USA Laboratory Birch sticks

Table 1.14: Simulation models published in the literature during 1990-2007. Adopted from Sullivan (2009c).

Model (Year) Origin Simulation type* Primary spread model
Ignite (1990) Australia Raster McArthur (1967)
CSU (1991) USA Raster Rothermel (1972)
FIREMAP (1992) Portugal Raster Rothermel (1972)
NCAR/Clark model (1996) USA Vector-raster hybrid Rothermel (1972)
SiroFire (1996) Australia Vector McArthur (1967); Cheney et al. (1998)
Thrace (1997) Greece Raster Rothermel (1972)
Prolif (1997) France Vector Rothermel (1972)
FARSITE (1998) USA Vector Rothermel (1972)
PYROCART (1999) New Zealand Raster Rothermel (1972)
FIREMASTER (2001) Australia Vector McArthur (1967)
PdM (2002) Italy Raster Rothermel (1972)
FireStation (2002) Portugal Raster Rothermel (1972)
Prometheus (2004) Canada Vector FCFDG (1992)
UWA (2006) Australia Raster Cheney et al. (1998)

Table 1.15: Mathematical analogues models published in the literature during 1990-2007. Adopted from Sullivan
(2009c).

Australia Markov chain

Australia Percolation®®

USA Cellular Automata (CA)*®

USA Cellular Automata (CA)
Australia Ordinary Differential Equation (ODE)Y’

14 Representation of the fire follows in general two approaches. In raster implementation, the fire is treated as a
group of mainly contiguous independent cells whose state is unburnt, burning or burnt, that grow in number. In
vector formulation, the fire is treated as a closed curved of linked points, where the propagation of the fire is
carried out using some form of expansion algorithm.

5 In mathematics, percolation is a theory of transport through a randomly distributed medium. More on
percolation theory and its application to wildland fire behavior, on Sullivan (2009c).

16 Cellular automata (CA) are formal mathematical idealization of physical systems in which space and time are
discretized and physical quantities take on a finite set of values (Wolfram, 1983). Each cell of space is in one of a
finite number of states at any one time. In general, CAs are implemented as a lattice (i.e. 2-D) but can be of any
dimension. CA methods include organized criticality, diffusion-limited aggregation, local rules, fuzzy logic,
stochastic, discrete event system and circuit calculus. More on CA and their applications to wildland fire behavior,
on Sullivan (2009c).

17 The most common ODE method is that of the reaction-diffusion equation, which is comprised of the reaction
term that generates energy and the diffusion term in which the energy is dissipated. The general solution is that
of a wave. More on reaction-diffusion term and its application to wildland fire behavior, on Sullivan (2009c).
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Duarte (1997) France Cellular Automata (CA)
Méndez and Llebot (1997) Spain Ordinary Differential Equation (ODE)
Margerit and Sero-Guillaume (1998) France Ordinary Differential Equation (ODE)
Karafyllidis (1999) Greece Generic algorithms
McCormick et al. (1999) USA Neural network
Mraz et al. (1999) Slovenia Cellular Automata (CA)
Hargrove et al. (2000) USA Cellular Automata (CA)
Li and Magill (2000) Australia Cellular Automata (CA)
Nahmias et al. (2000) France Percolation
Ricotta and Retzlaff (2000) Italy Percolation
Caldarelli et al. (2001) Italy Percolation
Muzy et al. (2002) France Cellular Automata (CA)
Achtemeier (2003) USA Cellular Automata (CA)
Dunn and Milne (2004) Australia Cellular Automata (CA)
Favier (2004) France Percolation
Ntaimo et al. (2004) USA Cellular Automata (CA)
Vakalis et al. (2004) Greece Cellular Automata (CA)

1.5 Motivation and Overview

Wildland fires are considered as a major problem to the natural environment, with great social and
economic impacts. Since the 1980s, an almost exponential increase of forest fires and burnt areas is
recorded in Greece, as during severe droughts, the annual burnt areas have exceeded 100,000
hectares (Dimitrakopoulos, 2009). The total burnt areas during 1983 to 2008 period corresponded to
10.3% of the country (Tsagari et al., 2011), while according to the Hellenic Fire Service, on average,
2070 forest fires were recorded yearly, during the period 2000 — 2018. Moreover, many economic and
social activities, such as tourism, apiculture, logging, etc., are based on forests and their ecosystems.
Many of these environments are adjacent to urban and / or tourist areas and they receive more and
more pressure from land use changes.

Weather is the most variable and less predictable factor in the vicinity of a fire, while it can affect the
fuel properties and fire behavior overall (Potter, 2012b, 2012a; Whiteman, 2000). As a wildfire event
is a cascade of physical processes over different spatial and temporal scales, the challenge lies on the
development of fire models that can resolve or parameterize as many as possible of these phenomena.
Over the last two decades, significant advances have been made on the development of coupled
atmosphere—fire numerical models for simulating wildland fire behavior, which can be proved valuable
tools for fire behavior prediction and fire suppression planning. However, calibration and evaluation
of such models are required prior to their utilization, while very fine resolution static data (e.g.
topography height, fuel data) are of paramount importance for the accurate representation of the
morphological features of the area of interest.

In Greece, the exploitation of such a modelling tool is imperative more than ever, due to the large
number of forest fires breakouts every year, with devastating results. Unfortunately, the lack of an
operational online coupled tool in Greece became more evident, in the tragic events on 23™ of July
2018, albeit efforts have been made since then to deploy such a system (Giannaros et al., 2019;
Lagouvardos et al., 2019). Although many Greek researchers have utilized several approaches in fire
modelling in recent years, the vast majority shares a common point; the one-way coupling between
weather and fire models (Filippopoulos, 2012; Iliopoulos, 2013).

Thus, the motivation of this dissertation lies on the aforementioned statements but also on a simple
question, which is expressed as “what is the level of effectiveness by utilizing an online coupled
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atmosphere-fire modelling for studying various aspects of atmospheric interactions with wildland fire”.
Subsequently, this dissertation explores the capabilities of the online coupled atmosphere-fire
numerical model WRF-SFIRE (Mandel et al., 2014, 2011) through a number of idealized experiments
and real case studies, in order to investigate several aspects of the atmospheric interactions with
wildland fires, across different scales.

This manuscript consists of five chapters, in total. Chapter 2 describes the numerical models and the
observational data employed in this dissertation, while provides a short description of the
methodology evolved in the analysis of the results on the following chapters. Chapter 3 investigates
the online coupling between the atmospheric and fire model through highly idealized sensitivity
experiments. A user-defined parameter sets the height in which the released energy fluxes from the
surface fire are equal to 36% of their original value, controlling the depth of affected atmospheric layer
and affecting the surface dynamics, the fire and the plume properties. Chapter 4 presents two real
case studies, in which the coupled model is applied in order to investigate a) the meteorological
conditions prior to the ignition and during the extreme fire events, b) the role of the topography in the
overall fire behavior and c) the performance of the WRF-SFIRE during these extreme fire events. Finally,
in Chapter 5 the conclusions and key remarks are presented.
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Chapter 2

Numerical models, observational data and
methodology

2.1 Introduction

This chapter introduces the numerical models and their coupled modelling system, the global gridded
analyses, the available surface and satellite observational data and the methods of analysis utilized in
the current PhD thesis. Section 2.2 briefly presents the Weather Research and Forecasting (WRF)
model, section 2.3 introduces the Spread FIRE (SFIRE) model, while section 2.4 describes the online
coupled WRF-SFIRE modelling system. Section 2.5 discusses the operational gridded analyses of
European Centre of Medium Range Weather Forecasts (ECMWF). In section 2.6, the Hellenic National
Meteorological Service (HNMS) surface observations at Attica region, the Meteosat SEVIRI and
Sentinel-2A L1C products, the Copernicus EMS (Emergency Management Service) — Mapping platform,
the MODIS (Moderate Resolution Imaging Spectroradiometer) Fire and Thermal Anomalies and the
Visible Infrared Imaging Radiometer Suite (VIIRS) products are presented. Finally, section 2.7
enumerates the equations and methods of analysis applied in this manuscript.

2.2 The Weather Research and Forecasting model

The Weather Research and Forecasting (WRF) model is a numerical weather prediction (NWP) and
atmospheric simulation system designed for both research and operational applications. It features
two dynamical cores (the ARW and NMM solver) and a data assimilation system, while its software
framework has facilitated such extensions and supports efficient, massively-parallel computation
across a broad range of computing platforms (Powers et al., 2017). The model serves a wide range of
meteorological applications across scales from tens of meters to thousands of kilometers. During the
last decade, the advent of more powerful and efficient High Performance Computing (HPC)
infrastructure has led to the utilization of WRF to a number of climate applications as well (e.g. Coppola
et al., 2018; Davin et al., 2019; Katragkou et al., 2015; Knist et al., 2018, 2017; Pavlidis et al., 2019).
WRF has the ability to run as a global model as well. Other tailored WRF systems include air chemistry
(WRF-Chem; Fast et al., 2006; Grell et al., 2005), hydrology (WRF-Hydro; Gochis et al., 2015), fire
weather (WRF-Fire; Coen et al., 2013), tropical cyclones (HWRF; Tallapragada et al., 2014), solar and
wind energy (WRF-Solar; Jimenez et al., 2016) applications, Large-Eddy-Scale (WRF-LES) and high
latitude and ice sheets modelling (Polar WRF; Bromwich et al., 2013, 2009; Hines and Bromwich, 2008).
WRF has a large worldwide community of registered users, while it shares an online portal at
https://www.mmm.ucar.edu/weather-research-and-forecasting-model.

The Advanced Research WRF (ARW, v3) solver (Skamarock et al., 2008) integrates the fully
compressible, non-hydrostatic Euler equations in flux form (conservative for scalar variables). The
equations are formulated using a terrain-following hydrostatic-pressure vertical coordinate (Laprise,
1992), on a staggered Arakawa C —grid and are integrated by a 2" or 3™ order Runge-Kutta time-split
scheme, with smaller time step for acoustic and gravity waves. In addition, 2™ to 6" order advection
options in horizontal and vertical are available for the spatial discretization of the equations. WRF
comes with a vast number of physics suites regarding the microphysical, planetary boundary layer,
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cumulus, surface and radiation (shortwave and longwave) processes. The ARW solver has been
developed in large part and is maintained by NCAR's Mesoscale and Microscale Meteorology
Laboratory, while on 8" of June 2018, the version 4 (Skamarock et al., 2019) has been released, with
major updates, additional features, improvements and bug fixes in almost all the components of the
modelling system. The interested reader is pointed to https://www2.mmm.ucar.edu/wrf/users/ portal
for addition information about the WRF-ARW model and its current released version.

The WRF-ARW has been employed by the Department of Meteorology and Climatology
(http://meteo.geo.auth.gr), School of Geology, Aristotle University of Thessaloniki in Greece, since
2009. It has been used for operational weather forecasting (http://meteo3.geo.auth.gr/WRF
/home.html), educational and research purposes (Bampzelis et al., 2015; Karacostas et al., 2018;
Kartsios et al., 2014a, 2014b, 2015, 2017; Katragkou et al., 2015, 2017; Krestenitis et al., 2017; Pavlidis
et al., 2019; Pytharoulis et al., 2015, 2016; Pytharoulis, 2018; Pytharoulis et al., 2018; Stolaki et al.,
2012; Tegoulias et al., 2014a, 2014b, 2017). In this manuscript, the WRF-ARW v3.4.1 has been utilized
(Skamarock et al., 2008; Wang et al., 2012) in the performed simulations.

2.3 The Spread FIRE model

The Spread FIRE (SFIRE) module is a 2-dimensional semi-empirical fire spread model that was
developed based on the level set method (Osher and Fedkiw, 2003) and consists of numerical
algorithms specifying the fire spread rate and the heat fluxes. It originates from the NCAR’s CAWFE
(Clark et al., 1996b, 1996a, 2004) code. Here, only a brief description of the governing equations is
provided. For more information, the complete description of the model and its components can be
found in Mandel et al. (2011).

The fireline propagation is based on a modified (Rothermel, 1972) fire spread rate formula expressed
by,

S=R,(1+¢,+9¢,), (2.1)

where, R, is the spread rate absence of wind, and ¢ and ¢ is the wind and slope factor, respectively.
At any point, the normal component of the wind vector and terrain gradient are used in the
determination of the spread rate (in the normal direction outside to the fire region).

The fuel burning is formulated assuming exponential decrease of the fuel fraction, where the default
coefficients (e.g. fuel weight) are applied from the CAWFE code. The average sensible and latent heat
flux density (W m2) released in time interval (t, t+At) are computed by,

F(t)-F(t+At) 1

= w, h 2.2
n Al M, (2.2)

and

F(t)-F(t+At) M +0.56
@y = Lw,, (2.3)
At 1+ M,

respectively. In Egs. 2.2 and 2.3, F(t) denotes the fuel fraction as a function of time, Ms is the fuel
particle moisture content, w; is the total fuel load (kg m™), h is the fuel heat contents of dry fuel (J kg
1) and L is the specific latent heat of condensation of water at 0 °C. Mandel et al. (2011) note that the
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speed of burning is independent of the wind speed and fuel moisture, while many factors that
influence the spread rate are not accounted for.

The fire propagation by the level set method is governed by the partial differential equation
0
—-+S|vyf=o0, 2.4)

where ¢ = (x,t) is the level set function and S is the fire spread from Eq. 2.1. The burning region at
time t is represented by ¢ as the set of all points x = (x,y) such that )(x,t) < 0. The fireline is defined as
P = 0. The 2" order Runge-Kutta method is responsible for advancing the fire region in time. Once
the fuel fraction is calculated, Egs. 2.2 and 2.3 compute the heat fluxes. For the computation of fuel
fraction, the fire mesh cells are divided into 4 subcells C;, in which the level set function is interpolated
bilinearly to the vertices of the subcells. Fig. 2.1 provides a graphical illustration of the aforementioned
method.

The ignition mechanism supports both point ignition and line ignition (drip-torch ignition). Once a node
is ignited, the normal fire propagation algorithm takes over from that node. It must be mentioned that
it is best to choose ignition points from fire model mesh nodes. Otherwise, if the ignition rate of spread
is low, it may take a long time for the fire to reach mesh nodes, and nodes at different but small
distances from the ignition line may ignite at times that are not intended.
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Fig. 2.1: Division of fire mesh cells into subcells for fuel fraction computation. The level set function Y and the
ignition time t; are given at the centers ay,...,a4 of the cells of the fire grid. The integral over the cell C with
the center az is computed as the sum of integrals over the subcells Cs,...,Cs. While the values of Y and tiare
known at az =xs, they need to be interpolated to the remaining corners xi, x2, x4 of the subcell C1 from their
values at the points as,...,a4. After Mandel et al. (2011), their Fig. 2.

2.4 The online coupled WRF-SFIRE modelling system

The WRF-SFIRE modelling system (Mandel et al.,, 2011) consists of the Weather Research and
Forecasting (WRF) model with the Advanced Research WRF (ARW) solver, coupled with the fire spread
model (SFIRE) module. Both models were briefly described in Sections 2.2 and 2.3, respectively. The
coupling is performed in every WRF’s integration time step, where the wind is inserted in the fire
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module and the latter outputs the heat flux from the fire into the lowest levels of the atmosphere,
which in turn influences the atmospheric properties in the vicinity. The system facilitates additional
features, such as a fuel moisture model (Mandel et al., 2014), a fuel-moisture-data-assimilation system
(Vejmelka et al., 2016), the coupling with the atmospheric chemistry and aerosols schemes in WRF-
Chem (Kochanski et al., 2019, 2016) and a data-assimilation method for initialization of the fire from a
given fire perimeter (Mandel et al., 2012). The code is available through the Open Wildland Fire
Modelling (OpenWFM) environment at http://openwfm.org, where new developments,
improvements and bug fixes are available. Additionally, a subset of the SFIRE’s features is distributed
in the regular WRF releases by the WRF-Fire (Coen et al., 2013) designation. Fig. 2.2 illustrates the
interactions between WRF, SFIRE and WRF-Chem models.

As Fig. 2.2 shows, the near surface wind (from the lowest WRF’s mass/theta vertical level) is entered
as input into the fire module in each WRF’s time step, following two different methods. In the first
option, the wind is interpolated horizontally from the atmospheric mesh to the fire mesh and then
vertically to a given “midflame” height (Baughman and Albini, 1980), z;, above the terrain height. The
vertical interpolation is performed following the ideal logarithmic wind profile, while the z: depends
on each fuel category.

In the second method and after the horizontal interpolation step, the vertical interpolation is
supported by the use of wind reduction factors (Baughman and Albini, 1980), where the latter
determine the vertically interpolated wind (in the calculated “midflame” height) from wind measured
at a reference height (z.f = 6.096 m), by assuming the ideal logarithmic wind profile. Which one of the
methods is the best to use depends upon the height of the first WRF’s theta level, z1. If z; < zif then
the first option is preferred. The second option can be also used in this case, as it is much cheaper
computationally, but the actual wind profile information under the z.s may be lost. Both methods
produce the same results if the vertical resolution is coarse that z; > z.s. For more information about
the vertical interpolation methods the interested reader is pointed to Mandel et al. (2011), Section 5.2
and to https://www.openwfm.org/wiki/Vertical wind interpolation.

Coupled model WRF-SFIRE-moisture-Chem

Atmosphere model WRF | ¢ ' Chemical transport

sufacesic  fh ™) model WRF-Chem
terngserature, :
r-el.:Li'-'_E Heat and Fire
hurmidity, wapar ernissians
Wind Faln fluxas |smoke]
SFIRE
| Fuel mmsture model

Surface fire spread model

Fig. 2.2: Schematic illustration of the interactions between the different models in WRF-SFIRE modelling system.
Adopted from http.//openwfm.org.
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The fire module is called in the 3™ step of the Runge-Kutta method in WRF-ARW, where the
interpolated wind is used for the calculation of the fire spread rate according to Eq. 2.1, along with the
terrain gradient, which is computed from the terrain height at the best available horizontal resolution.
Then, the fire spread model updates the level set function, advances the Eq. 2.4 to the next time step,
sets the time of ignition for any ignited nodes, updates the fuel fraction and calculates the heat flux
densities in each fire grid point from Eqgs. 2.2 and 2.3. The last step involves the averaging of the
resulting heat densities over the fire cells that make up one WRF grid cell and their insertion into the
WREF.

The heat fluxes are inserted into the atmospheric model into a layer above the surface by assuming an
exponential decrease with height. The sensible heat flux density is inserted as additional source term
to the differential equation of potential temperature, equal to the vertical divergence of the heat flux
(Mandel et al., 2011) as,

d(lue)(x’ y,Z):RG (CD)+IU(X’ y)(ph(x’ y)gexp _i , (2.5)
dt op(x,y,2) oz Zog
while the latent heat flux density is inserted into the source term of the vapor concentration by
d(uaq, H(xY)p (%Y) 8 z
—(dt )(x,y,z):RQm (®)+ o(x (;/ ) Eex - (2.6)
1 ) ext

Re/am (@) are the components of the source terms (tendencies), o and L represent the specific heat and
latent heat of the air, respectively, ¢r and @q are the averaged fluxes over the fire cells that make up
one atmosphere model cell from Eqgs. 2.2 and 2.3, p is the air density, u is the hydrostatic component
of the pressure differential of dry air between the surface and the top of the computational domain
and z.x is the heat extinction depth parameter or e-folding depth. The latter controls the height in
which the heat fluxes are equal to ~36% (e?) of their original value upon insertion from the fire model.
Chapter 3 of this manuscript addresses the choice of the e-folding depth, its impact to the vertical
distribution of the heat fluxes and consequently to flow dynamics in the lowest levels of WRF and its
role to the overall fire behavior.

2.5 ECMWEF operational gridded analyses

In Chapter 4, the operational gridded analyses of the European Centre of Medium Range Weather
Forecasts (ECMWEF) are utilized for the synoptic analysis of the extreme fire events under investigation.
The operational analyses are gridded products available from the ECMWF Integrated Forecasting
System (IFS, Bechtold et al., 2008; Benedetti et al., 2009; Buizza et al., 2007; Drusch et al., 2009;
Morcrette et al., 2009, 2008; Rabier et al., 2007). The IFS consists of a) an atmospheric model run at
various resolutions appropriate to the forecast length, b) an ocean wave model, c) an ocean model
including a sea ice model, d) a land surface model including a lake model, e) a data analysis system
(4D-VAR) and f) perturbation techniques for generation of the ensembles. Fig. 2.3 displays the various
IFS components and theirs exchange sequences. The retrieval of the gridded analyses performed under
the CY45R1 operational configuration of the IFS (HRES), at pressure levels up to 10 hPa, with 0.1°x 0.1°
(latitude-longitude) grid spacing.

43



HRES/ENS Atmospheric TCo1279/TC0639 .
model 9km/18km Modeling infrastructure

AN

=z
m g g o 3 Atmosphere-Waves |__All configurations >
3 g = £ ‘2" exchanges
5 ® = 2 Ey 3 every time step
: 8 2 2 A of atmospheric model
§| |o i
§ g' o Wave model (ECWAM) g
= = 3 14km/28km 9
E % a’ 7] g E Exchanges with
b ] o 2| |E NEMO & LIM2
- g| [a] (2 3 every hour
3 @ S |m 0
3 |3 2 Upcoming operational
Q q configuration
\/ CY45R1
Early 2018
Ocean model (NEMO 3.4) Ice model (LIM2)
CECMWF ORCA025_Z75

Fig. 2.3: Exchange of physical quantities between the atmospheric, ocean wave and ocean. Adopted from
https://confluence.ecmwf.int//display/FUG/2+The+ECMWF+Inteqrated+Forecasting+System+-+IFS.

2.6 EO and non EO Observational datasets

2.6.1 HNMS surface observations

For the verification of the WRF-SFIRE model results in Chapter 4, surface observations at Attica region
were obtained from the Hellenic National Meteorological Service (HNMS). The record data consist of
2 m air temperature (°C) and relative humidity (%), 10 m wind speed (knots) and direction (degrees),
wind gust speed at last 10 min and 3 hrs (knots) and daily precipitation (mm). The HNMS operational
observations span from 22" (00Z) to 24" (12Z) of July 2018 at 30 min intervals, while at least half of
them are part of the World Meteorological Organization (WMO) network. Fig. 2.4 depicts the locations
of the 12 available HNMS surface observations, along with their WMO identification number.
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Fig. 2.4: Locations of the HNMS surface observations that are utilized for verification purposes in Chapter 4.
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2.6.2 Meteosat SEVIRI satellite abservations

The Spinning Enhanced Visible and Infrared Imager (SEVIRI) is a 50 cm optical imaging radiometer,
which provides image data in four Visible and Near InfraRed (VNIR) channels and eight InfraRed (IR)
channels. The VNIR channels include the High-Resolution Visible (HRV) channel, which contains 9
broadband detection elements to scan the Earth with a 1 km sampling distance at Sub Satellite Point
(SSP), helping weather forecasters in detecting and predicting the onset or end of severe weather. All
the other channels (including the IR channels) are designed with 3 narrow band detection elements
per channel, to scan the Earth with a 3 km sampling distance, providing information about the
temperatures of clouds, land and sea surfaces. The instrument is onboard the Meteosat-11 Second
Generation (MSG) geostationary satellite, orbiting at 36.000 km above the equator, positioned at 0°E
and providing full disc imagery every 15 minutes. The MSG meteorological satellites developed by the
European Space Agency (ESA) in close co-operation with the European Organisation for the
Exploitation of Meteorological Satellites (EUMETSAT). In this manuscript (Chapter 4), the panchromatic
visible (0.4 to 1.1 um) Meteosat SEVIRI images (0°E) from the NERC Satellite Receiving Station at
Dundee University were retrieved and examined from http://www.sat.dundee.ac.uk.

2.6.3 SENTINEL-2 satellite observations

SENTINEL-2 is a European wide-swath, high-resolution, multi-spectral imaging mission of twin satellites
(Sentinel-2A, Sentinel-2B), which operate simultaneously, phased at 180° to each other, in a sun-
synchronous orbit at a mean altitude of 786 km. The coverage limits are from between latitudes 56°
south and 84° north. Each of the satellites carries the Multi-Spectral Instrument (MSI). The MSI works
passively, by collecting sunlight reflected from the Earth. New data is acquired at the instrument as
the satellite moves along its orbital path. The incoming light beam is split at a filter and focused onto
two separate focal plane assemblies within the instrument; one for Visible and Near-Infra-Red (VNIR)
bands and one for Short Wave Infra-Red (SWIR) bands. The optical design of the MSI telescope allows
for a 290 km Field Of View (FOV).

For interpretation purposes in Chapter 4 of this manuscript, the Level-1C (L1C) True and False color
images from the Sentinel-2A satellite were retrieved through the EO Browser of the Sentinel-Hub
portal (https://www.sentinel-hub.com/explore/eobrowser). The Level-1C product is composed of 100
x 100 km? tiles and additionally includes Cloud Masks and ECMWF data, such as total column of ozone,
total column of water vapour and mean sea level pressure. The interested reader can find additional
information at https://sentinel.esa.int/web/sentinel/missions/sentinel-2/overview.

2.6.4 Copernicus Emergency Management Service

The Copernicus Emergency Management Service (EMS) uses satellite imagery and other geospatial
data to provide free of charge mapping service in cases of natural disasters, human-made emergency
situations and humanitarian crises throughout the world (https://emergency.copernicus.eu/
mapping/ems/service-overview). Copernicus EMS - Mapping is provided during all phases of the
emergency management cycle, where the maps are produced in two temporal modes, the Rapid
Mapping and the Risk and Recovery Mapping.

The Rapid Mapping consists of the provision of geospatial information within hours or days from the
activation in support of emergency management activities immediately following a disaster.
Standardised mapping products are provided: e.g. to ascertain the situation before the event
(reference product), to roughly identify and assess the most affected locations (first estimate product),
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assess the geographical extent of the event (delineation product) or to evaluate the intensity and scope
of the damage resulting from the event (grading product). Risk and Recovery Mapping consists of the
on-demand provision of geospatial information in support of Disaster Management activities not
related to immediate response.

In the deadly fire events on 23™ of July 2018 at Attica region, the Copernicus EMS was activated
delivering delineation and grading products both for Gerania and Rafina fire events (event EMSR300,
https://emergency.copernicus.eu/mapping/list-of-components/EMSR300). Fire scars in shape file
format from the final grading product were used in the verification process of the WRF-SFIRE modeled
burnt area.

2.6.5 MODIS Fire and Thermal Anomalies

The Moderate Resolution Imaging Spectroradiometer (MODIS) is onboard the Terra and Aqua
satellites, as a part of NASA’s Earth Observing System (EOS) and began collecting data in February 2000
and June 2002, respectively. Both satellites are in a circular sun-synchronous polar orbit, at 705 km
above Earth’s surface. The MODIS instruments deliver oceanic, atmospheric and terrestrial data
products. Among terrestrial products is the Thermal Anomalies/Fire product, which is based on a fire
detection algorithm originated from Kaufman et al. (1998) and improved by Giglio et al. (2003), with
special 1 km resolution. The algorithm uses brightness temperatures derived from the fire channels at
4 and 11 um and identifies pixels with burning fires at the time of the satellite overpass. Each pixel is
assigned to one of the six classes (missing data, cloud, water, non-fire, fire or unknown).

A daytime pixel is assigned as potential fire when Taum > 310 K, AT = Taym — T1zum > 10 K and the
reflectance at 0.86 um is less than 0.3. The nighttime pixels must fall into the following, Taym > 305 K
and AT > 10 K. An estimation of the fire radiative power (FRP) is also available in the MODIS Thermal
Anomalies/Fire product given by,

FRP = A&ﬁ(TfB _Tbs)' (2.7)

where, A; is the nominal MODIS pixel area evaluated at the scan angle s, B is equal to 4.34 x 10 W m"
2K®, Tr is the 4 um brightness temperature of the fire pixel and Ty is the mean 4 um brightness
temperature of the background pixel. A quantification of the MODIS FRP measurement uncertainty is
presented in (Freeborn et al., 2014). In Chapter 4, the Collection 6 MODIS L3 fire product was utilized.

2.6.6 VIIRS 375m active fire detection product

The Visible Infrared Imaging Radiometer Suite (VIIRS) aboard the Suomi National Polar-orbiting
Partnership (S-NPP) satellite (in a sun-synchronous orbit) delivers key Environmental Data Records
(EDRs) and the Active Fires Application Related Product (ARP). The VIIRS acquires 375 m (l-bands) and
750 m (M-bands) data. The VIIRS 375 m data are comprised of five distinct single-gain channels
extending from the visible to thermal infrared spectral region. The VIIRS active fire detection algorithm
is based on the MODIS Fire and Thermal anomalies (Giglio et al., 2003; Kaufman et al., 1998) product
but differences in spatial resolution, sampling and spectral characteristics led to a new adaptation of
the original algorithm (Schroeder et al., 2014). Fig. 2.5 illustrates the significant improvement in VIIRS
375 m fire detection product against the 1 km Terra/MODIS (left) and Aqua/MODIS (right) products,
during a fire in southern Brazil, on March 2013.
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Fig. 2.5: Daily fire spread mapped by 1 km Terra/MODIS (left), 375 m VIIRS (center), and 1 km Aqua/MODIS (right)
data for a wildfire at the Taim Ecological Reserve in southern Brazil (-32.7°lat, -52.55°lon). The data cover
the period beginning on 26 March 2013 (Julian day 85) and ending at the approximate time of the Landsat-7
data acquired at 13:15UTC on 31 March 2013. The white vector outline represents the burned area mapped
using the 30 m Landsat-7 data. Adopted Schroeder et al. (2014), their Fig. 9.

2.7 Methods of analysis

2.7.1 Vorticity and vorticity equation

The flow dynamics can be influenced and/or altered in the vicinity of a fire. Dynamic fire behavior can
occur by vorticity generation (Sharples et al., 2013, 2015; Simpson et al., 2013; 2014), flow attachment
to the surface (Edgar et al., 2015), or interaction between separate fire fronts, e.g. junction fires
(Thomas et al., 2017). Vorticity and circulation are the two primary measures of rotation in a fluid.
While circulation (a scalar integral quantity) is a macroscopic measure of rotation for a finite area of
the fluid, vorticity (vector field) describes the microscopic rotation at any point in the fluid (Holton,
2004; Karacostas, 2008). Here, the definitions of vorticity and vorticity equations are provided, since
in the analysis of the results, both in Chapter 3 and 4, the aforementioned quantities are utilized.

Vorticity is a vector field defined by the curl of the velocity (in Cartesian coordinates),

0z 0OX oxX oy

i kK

Govxio|2 2 L[@ﬂ}h[a_u_@}j{@_a_ujg
oy oz ) (2.8)
Vv

where u, v and w the three components of the wind vector. If the wind vector refers to the absolute
velocity, then we take the absolute vorticity w from Eq. 2.8, whereas if we consider the relative velocity
(wind velocity relative to Earth’s rotation), then Eq. 2.8 gives the relative vorticity w. The difference
between absolute and relative vorticity is planetary vorticity, known as Coriolis parameter, f (~10* s
1). In this manuscript, only the relative vorticity is considered.

The vertical component of relative vorticity is designated by the Greek letter 7. In the Northern
Hemisphere, regions of positive (negative) { are associated with cyclonic (anticyclonic) rotation. In the
remainder of this manuscript, Cis referred to as relative vorticity.

The time evolution of vorticity, in the vicinity of a fire, can be derived by applying Eqg. 2.8 to the Navier-
Stokes equations of an adiabatic motion to get,
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The second left-side term (Eq. 2.9A) describes the advection of vorticity by the wind. The first term of
the right-hand (Eq. 2.9B) is the tilting term, which describes how velocity gradients transform vorticity
from one axis to another, while the second right-hand term (Eq. 2.9C) characterizes how flow
convergence (divergence) stretches (compresses) the vortices and increases (decreases) the
magnitude of vorticity. The solenoidal term or baroclinic (Eq. 2.9D) quantifies the generation of
vorticity in conditions where the pressure and density gradients are not parallel. During a fire, the
intense heating results in horizontal temperature gradients that are not aligned with the vertical static
pressure gradient, leading to rotational motions to restore balance (Forthofer and Goodrick, 2011).
The fourth right-hand term (Eq. 2.9E) describes the generation of vorticity due to viscous shear stress,
produced by the surface drag. Finally, in the last right-hand term (Eq. 2.9F) vorticity changes due to
gravity or buoyance forces. Although Tohidi et al. (2018) present a review on the state of knowledge
concerning the fluid dynamics of fire whirls, they provide a comprehensive illustration of vorticity
evolution processes in their Fig. 2, which is adopted also here (Fig. 2.6).
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Fig. 2.6: Schematic diagrams of vorticity evolution processes: (a) tilting, (b) stretching, (c) converging, (d) the
baroclinic term, and (e) traction or body forces evolving the vorticity field. Panel f shows the evolution of the
flame sheet over time as a pool fire transitions into a fire whirl and demonstrates the presence of tilting and
stretching under controlled laboratory conditions. I denotes circulation. Adopted from Tohidi et al. (2018),

their Fig. 2.
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The horizontal divergence, §, is defined as,

+ _o0u ov

§:Vh 'Vh —&4‘5. (2.10)

In the Northern Hemisphere, & > 0 (divergence) is associated with anticyclonic (clockwise) rotation
while & < 0 (convergence) with cyclonic (counterclockwise) rotation.

2.7.2 Calculation of air density

WREF did not provide air density as an output variable in version 3.4.1. However, the aforementioned
is not true for example in version 3.8.1 or 4.1.2. The calculation of the solenoidal term (Eq. 2.9D)
requires the air density (kg m3) which is approximated by,

pres(i, j,k)-100
R, -T, (i, j.k)

rho(i, j.k)= (2.11)

where pres is the air pressure (hPa), R is the mass-specific gas constant for dry air (287.058 J kg K1)
and Ty is the virtual temperature or density temperature (K), given by

T, (i, 3. k)=T (i, j.k)-(1+0.622-r (i, j.k)), (2.12)

where T is the air temperature (K) and r is the water vapor mixing ratio (kg kg?).
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Chapter 3

The heat extinction depth concept: An
application to the WRF-SFIRE modelling
system

3.1 Introduction

During a wildland fire, complex physical and chemical processes are involved across different
spatiotemporal scales. Fire - atmosphere interactions include energy and mass fluxes between living
and dead vegetation and the atmosphere, that occur on time scales approximately on the order of 10
210 10° s and spatial scales on the order of 10" to 10° m (Potter, 2012a). Complex mechanisms such as
degradation by drying and pyrolysis of vegetation, multiple interactions between turbulence and a
number of phenomena (combustion, drag forcing due to vegetation, radiative heat transfer) are
accounted for the behavior of wildfires (Morvan, 2011).

Due to the wide range of physical scales involved in a wildland fire, it is not possible to develop models
that analyze all scales. According to Mell et al. (2007), simulations of wildfires require models for both
the fire—fuel interaction and the fire—atmosphere interaction. The fire—fuel interaction involves gas
generation by solid fuel pyrolysis, the subsequent combustion of the fuel gases, and the resulting heat
flux back to the solid fuel, driving continued pyrolysis and fire spread. The fire—atmosphere interaction
involves the response of both the fire and its plume to the ambient winds, and the response of the
atmosphere to the buoyant fire plume. Also, this two-way coupling can alter the orientation and
geometry of the fire plume, influencing the distribution and intensity of the net heat flux to the solid
fuel, and the downwind transport of firebrands and smoke. At larger spatiotemporal scales, the
interaction of the fire plume with the atmosphere can result in atmospheric processes such as
pyrocumulus formation. At even larger scales, diurnal cycles in humidity and temperature, and
synoptic weather patterns, can influence the behavior of the fire and its smoke plume.

Sun et al. (2006) focused on the interactions between the fire flame and the fuel and between the fire
flame and the plume and the ambient atmosphere by utilizing two fluid dynamics numerical wildfire
models. In their work they evaluated the fire-plume properties simulated with the Fire Dynamics
Simulator (FDS; McGrattan, 2004), an explicit and computational demanding tool and the Clark
coupled wildfire model (Clark et al., 1996a), which was based on a simplified physical approach
regarding the fire spread formula and the coupling between the atmospheric and fire model. For more
information on the different approaches on modelling wildland fires, the reader is pointed to the first
chapter of this manuscript.

Their evaluation was carried out using observational data from the Meteotron experiment (Benech,
1976), while one of the key findings of their study was that, the less explicit and less computational
Clark model was sensitive to the method by which the energy from the fire was inserted into the lowest
part of the atmosphere. By depositing the released sensible fluxes over a relative large layer above the
fire, underestimation of near-surface properties over the fire (e.g. temperature excess and vertical
velocity) was observed, while an abrupt and discrete spike in convective buoyancy fluxes was found
when the released fluxes were inserted into the first 10m above surface.
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The released energy fluxes from a wildland fire alter the thermodynamic characteristics of the fire-
plume, where sensible and latent heat fluxes add momentum to the air parcels aloft the combustion
zone, triggering convection. In wildland fire-atmosphere modelling, the parameterization of the heat
exchange between the fire and the lowest levels of the atmosphere is of paramount importance, as
different approaches of how the heat fluxes and water vapor fluxes are inserted into the atmospheric
boundary layer can result to different fire-plume properties and thus fire behavior.

As physically detailed, fire-atmosphere coupled and computationally intensive models such as
FIRESTAR (Morvan and Dupuy, 2004, 2001), FIRETEC (Linn et al., 2007, 2002) and WFDS (Mell et al.,
2007) are beyond the scope of this manuscript, this chapter focuses on the atmosphere-fire coupling
between available mesoscale atmospheric models with 2-D fire simulators. In recent years, this
approach has demonstrated potentiality, as some of the complex phenomena occurring in wildland
fires are being captured by this type of models, which are able to run faster than real time (Filippi et
al., 2018, 2013; Kochanski et al., 2016, 2013b, 2013a).

In their coupled atmosphere — fire numerical model (MesoNH/ForeFire), Filippi et al. (2009) use an
externalized surface model in order to introduce the fire feedback to the atmosphere, while a fire rate
of spread (RoS) model is adopted to advect the fire front. Feedback from the fire to the atmosphere is
provided by generating three different surface matrices from the wildfire model to force the
atmospheric model at the first ground level, a)sensible heat fluxes (W m2), b) flux of water vapor (kg
m=2) and c) radiant temperature (K). The numerical system was evaluated with observational data
coming from the FireFlux experimental burn (Clements et al., 2008, 2007) that took place on 23
February 2006 at the Houston Coastal Center, resolving relatively well the atmospheric coupling
induced by the fire, both in terms of amplitude and the general behavior of the fire-induced winds
(Filippi et al., 2013).

In WRF-SFIRE (Mandel et al., 2011) modelling system, the sensible and latent heat fluxes from the fire
are inserted as forcing terms in the differential equations of the atmospheric model into a layer above
the surface, where an exponential decrease with height is assumed, following Eq.(3.1).

F(Xt)=F(x y,t)exp(—ij. (3.1)

ext

As described in Chapter 2, section 2.4, the sensible heat flux is inserted as an additional source term
to the equation for the potential temperature 6, equal to the vertical divergence of the heat flux
according to Eq (2.5), while, the latent heat flux is digested into the source term of vapor concertation
gm, following Eq (2.6).

The altitude in which the heat fluxes decay is controlled through the heat extinction depth parameter
(zext), a variable with a default value of 50 m, which can be adjusted through the namelist.input file.
The aforementioned formulation is originally used by Clark et al. (1996a, b) and it was rewritten for
WRF variables in Patton and Coen (2004). During the FROSTFIRE research project (Fastie et al., 2002;
Hinzman, 2003), Coen et al. (2004) showed that the fire affected the air in its vicinity approximately 50
m above the fire (updrafts & temperature perturbation), suggesting the e-folding extinction depth of
50 m (where the variables’ value is equal to ~36% of its original value). Nevertheless the FROSTFIRE
experiment was conducted in a boreal forest of interior Alaska, burning mostly black spruce, leaving
the hardwoods standing. Moreover, in the CAWFE modelling system (Coen, 2013), the evolution of the
Clark et al. (1996a,b) model, a very similar to WRF-SFIRE approach is used in order to distribute the
released heat fluxes into the atmosphere, where for grass and crown fires the extinction depth is set
to 10 m and 50 m, respectively. On the contrary, Kochanski et al. (2013a) in their validation of WRF-
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SFIRE set it to 6 m, following the flame length of 5.1 m estimated by Clements et al. (2007), during the
FireFlux experiment.

In this chapter, the sensitivity of WRF-SFIRE model to the choice of different heat extinction depths
(zext) is evaluated, in order to investigate its role to the overall fire behavior. Although it was not
accounted in their simulations, Moisseeva and Stull (2019) pointed out potential implications in the
choice of the different e-folding depths. Since there is no widely accepted value for ze, its value
remains an active field of research, due to strongly dependency on fuel properties, flame length, fire
intensity and the environment of the fire (Sun et al., 2006).

In section 3.2, the model configuration is described, section 3.3 presents the results from the numerical
experiments, section 3.4 discusses, while section 3.5 concludes this study.

3.2 Numerical modelling system and experimental setup

3.2.1 Domain configuration and model setup

The non-hydrostatic Weather Research and Forecasting model with the Advanced Research dynamic
solver (WRF-ARW Version 3.4, Skamarock et al., 2008; Wang et al., 2012) was utilized and configured
in turbulence-resolving large-eddy-simulation (LES) mode. In LES mode, the model runs at a few to
approximately 100 m horizontal grid resolutions in order to resolve turbulent eddies and circulations
within the atmospheric boundary layer. Although WRF-ARW is a mesoscale numerical weather
prediction system, it has the capability to reproduce structures of the daytime boundary layer (Moeng
et al., 2007) in LES mode, but with some limitations (Gibbs et al., 2014), depending on the application.

Several studies (Jenkins et al., 2011; Kartsios et al., 2014a, 2014b; Kochanski et al., 2013a, 2013c;
Moisseeva and Stull, 2019; Simpson et al.,, 2016, 2014, 2013a; Thomas et al., 2017) focusing on
atmosphere-fire interactions have demonstrated that WRF in LES mode can reproduce several aspects
of the coupling between fire evolution and atmospheric dynamics. Here, a single 3-D domain was
configured, with a west-east and south-north extent of 7.5 km and a uniform and flat terrain. In
comparison to Kartsios et al. (2014b), the model top was placed at 10 km, as it was observed that when
the fire-plume reaches the upper boundary of the domain, it alters the fire dynamics at surface
(additional experiments that are not included in this manuscript). The horizontal grid discretization
was 50 m for the atmospheric and 5 m for the fire model (1/10 grid to sub-grid ratio), respectively.

In vertical, a hyperbolically stretched grid with 80 levels (at mass/theta points; 81 levels staggered in Z

axis) was derived from Eq. 3.2,
tanh| z_,. (k_l—lj
kde—1

K)=-1-
zw(k) tanh (zy,. )

, (3.2)

where z.ale equals 2.03, k corresponded to each vertical level and kde was the number of total vertical
staggered levels (81). Thus, a computational domain of 1,846,881 grid points (151 x 151 x 81; (x,y,z)
staggered; 1,800,000 grid points unstaggerd) was defined. In addition, the fire surface model was
consisted of 2,280,100 grid points (1510 x 1510; x,y staggered). The first theta level was placed at 5.8
m above surface, while the minimum vertical distance between mass levels was 11.9 m (between 1%
and 2™ level) and the maximum was 444 m at the top of the domain (Appendix Il, Table B.1). Fig 3.1
displays the values of sigma coordinates (on model levels), along with the height at mass points, where
thermodynamic variables like temperature and pressure are calculated. According to Fig. 3.1, 34
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vertical levels lie in the first 1 km, assuring very high vertical resolution inside the boundary layer. Coen
(2018) pointed out that grid aspect ratio (the ratio of the vertical grid resolution to the horizontal grid
resolution) plays important role in fire modelling, since sharp buoyancy gradients across narrow fire
lines and convective updrafts are the source of fire-induced motions. While the accuracy of the
numerical solutions is maintained when the grid aspect ratio is approximately equal to 1, Sullivan et
al. (2011) suggested that the aspect ratio in convective and turbulence simulations should lie between
1 and 5. Thus, at ~1 km height, dz was equal to horizontal grid spacing (50m), gradually increased to
~250 m above 5 km height.
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Fig. 3.1: Sigma coordinates (black circles) and mass points as function of height (red diamonds) in the configured
3-D domain.

The model time step integration was set to 0.1 s (smaller than the recommended 0.3 s) in order to
prevent numerical instabilities using the available third-order Runge-Kutta scheme. In addition, a
secondary time step (1/12 s of the primary time step) for acoustic and gravity wave modes was used,
based on previous studies (Kartsios, 2013; Moeng et al., 2007; Simpson et al., 2013a; Yamaguchi and
Feingold, 2012). Although best practices for WRF-LES simulations include cycling boundary conditions
(Coen, 2018; Coen et al., 2013) where the flow leaving the domain re-enters upwind as inflow, in the
case of fire simulations this is not reasonable as thermal and momentum perturbations and smoke by
the fire would be introduced back to the domain. Also, Moeng et al. (2007) mentioned that cycling
boundary conditions are not ideal when turbulent eddies are generated from different sources near
the domain boundaries (e.g. existing topography or different land use properties). Thus, open
boundary conditions were applied on the lateral boundaries, following similar configurations from the
literature (referred on the previous paragraph).

Diffusion was calculated by evaluating the mixing terms in physical space (dff_opt = 2), while
turbulence was parametrized by a 3-D prognostic 1.5 order turbulence closure (km_opt = 2). Fine
tuning on the computation of the eddy viscosities in the prognostic TKE closure scheme (Skamarock et
al., 2008) was achieved by setting the diffusion coefficient, Cy, equal to 0.1, following Cunningham et
al. (2005)and Moeng et al. (2007). In addition, a nonlinear backscatter and anisotropy (NBA) subfilter-
scale (SFS) stress model (Mirocha et al., 2010; sfs_opt = 2) was applied in order to remove the effects
of the scales within the turbulence cascade on the resolved component of the flow. Also, 5™ and 3™
order centered finite differences schemes were chosen for horizontal and vertical advection
(momentum and scalar), respectively. A Rayleigh damping scheme (Klemp et al., 2008) with a 10 s
damping coefficient (0.1 s in inversed timescale; damp_opt = 2) was employed to the upper 3 km
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layer of the domain, while a vertical velocity damping flag was activated in order to prevent violations
of the CFL (Courant—Friedrichs—Lewy) condition. In addition, passive tracers were enabled (tracer_opt
=2) in order to simulate smoke from the surface fire.

Regarding the parametrization of the physical processes, the MMS5 surface layer scheme (Jiménez et
al., 2012) and the 5-layer surface model (SLAB 5-layer MM5 model; Dudhia, 1996) were activated,
while the rest of the physics schemes were disabled. Moreover, surface heat and moisture fluxes along
with model-computed friction velocity, u*, from the Monin—Obukhov similarity theory were enabled
(isfflx = 1).

A Mediterranean shrubland (maquis) fuel model, named Evergreen-sclerophyllous shrublands (1.5 up
to 3.0m; Dimitrakopoulos, 2002) was assigned into the entire two dimensional fire grid of the SFIRE
model. Despite the fact that Anderson’s thirteen (13) fuel categories (Anderson, 1982) are considered
as the default configuration (Appendix I, Table B.2), a more representative fuel model was inserted,
with custom values based on actual field measurements from Greece. According to Dimitrakoupoulos
(2002), the Evergreen-sclerophyllous shrublands fuel model is characterized by maximum values of
fire-line intensity and rate of spread, while it relatively corresponds to Anderson’s fuel model 6
(Dormant brush, hardwood slash; personal communication with Prof. Dimitrakopoulos). The
properties of the fuel model are presented in Table 3.1.

Table 3.1: Pyric properties of the Evergreen-sclerophyllous shrublands (Dimitrakoupoulos, 2002) fuel model. The
identifiers are as used in Mandel et al. (2011).

Symbol Description Identifier Value
a Wind adjustment factor windrf 0.78
z5 Fuel wind height (m) fwh 3.0

20 Fuel roughness height (m) fz0 0.2834
w Fuel weight (s) weight 34

wi Total fuel load (kgm2) fgi 4.908
Om Fuel depth (m) fueldepthm 2.18

o Fuel particle surface-area-to-volume ratio (m™) savr 1600
Mjx Moisture content of extinction (%) fuelmce 0.35
pr Ovendry fuel particle density (kgm™3) fueldens 32

Sr Fuel particle total mineral content st 0.0555
Se Fuel particle effective mineral content se 0.010
h Fuel heat contents of dry fuel (Jkg?) cmbcenst 17433000
My Fuel particle moisture content fuelmc_g 0.016

Wind from the atmospheric mesh is interpolated horizontally and vertically to the fire mesh in order
to enter the Rothermel’s spread rate formula (Rothermel, 1972), as described briefly in Chapter 2,
section 2.4. The vertical interpolation obeys, in general, the logarithmic profile (Mandel et al., 2011),
while a number of available options control the interpolation mode. The simpler and cheaper option
of interpolating first vertically to different heights on the fire mesh and then horizontally
(fire_wind_log_interp =1, fire_use_windrf = 2) was chosen, by utilizing the wind reduction factors from
Baughman and Albini (1980). Using the fuel roughness height (fz0) and wind adjustment factor (windrf)
from Table 3.1, the interpolation height was automatically set by the code to ~3.1 m, following Eq. 26
in Mandel et al. (2011). Even though the first theta level was set to ~5.8 m (below the BEHAVE
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reference height of 6.096 m), the choice of this method could potentially affect the actual wind profile
under the reference height, as noted in section 2.4.

The fire spread model was also coupled with a simple fuel moisture model (Mandel et al., 2014), which
provides fuel moisture to the SFIRE from the WRF, altering the fuel moisture contents of the 4 available
fuel classes (1, 10, 100 and 1000 h lag time). The Evergreen-sclerophyllous shrublands model was
assigned proportionally to the first two classes (10% at 1 h and 90% to 10 h lag time), while the
moisture model was integrated at every main time step. The default coefficients (rain-wetting lag time,
saturation moisture content, saturation rain intensity and threshold rain intensity) were used, as they
have been calibrated based on the Canadian fire-danger rating system(Mandel et al., 2014; van
Wagner and Pickett, 1985).

3.2.2 Initial and lateral boundary conditions / fire ignition

Vertical profiles of potential temperature (K), water vapor mixing ratio (g kg?), and longitudinal and
meridional wind components (m s?) as a function of height were applied as lateral boundary conditions
by a single 1-D input sounding. The ideal atmosphere was constructed based on the Atmospheric
Boundary Layer (ABL) profiles from Stull (1994). According to Fig. 3.2, neutral conditions dominated
the first 1.5 km, a thick (300 m) temperature inversion layer (16.6 K km™) was located just above in
order to control the height of the ABL, while aloft, the potential temperature was increasing with a
rate of 4.6 K Km™ until the top of the domain (10 km). The water vapor mixing ratio was decreasing
non-linearly from 12 g kg to 6.25 g kg until the upper inversion boundary, further decreasing to 0.1
g kgl (linearly) and it became equal to 0.08 g kgt at 10 km. Moreover, a westerly uniform wind profile,
which varied with height, was adopted following Eq. 3.3:

4.10"z+1.98, 25< 7 <5000

. , (3.3)
2-107°z-6.05, 5000 < z <10000

(o)~ |

where U(z) in m st and z is the height (m). According to Eq. 3.3, the westerly flow near the surface was
2 m s with a positive linear-sheared background wind profile up to 5000 m, where the wind speed
reached 4 m s. From that height and until the top of the domain, the flow intensified linearly to 14 m
s1. The surface pressure was 1015 hPa, while the skin surface temperature and the mean soil
temperature were set to 304 K and 299.7 K, respectively.
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Fig. 3.2: Vertical profiles of potential temperature (K, red diamond line) and water vapor mixing ration (g kg™,
green circle line) acted as lateral boundary conditions.
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The first 30 min were considered as spin-up period, allowing the atmospheric model to develop and
equilibrate the boundary layer turbulence with the external forcing. Similar spin-up periods appear in
the LES configurations of Moeng et al. (2007) and Yamaguchi and Feingold (2012) and in fire
simulations with WRF-FIRE by Coen et al. (2013) and Simpson et al. (2013). In addition, some studies
used a shorter time period (20 min) as spin-up time (Simpson et al., 2016, 2014; Thomas et al., 2017).

The fire ignited 30 s after the spin-up period (1830 s since model initialization), at a point 1850 m east
and 3750 m north from the domain’s lowest left corner, which corresponds to a grid point (x,y) with
indexes (370,750) on the fire mesh. From that fire grid point and until the fire reached all the fire nodes
inside a 10 m radius (fire_ignition_ros), the fire spread with an ignition rate of spread
(fire_ignition_ros) of 0.1 m s. The latter was modified from its default value (0.01 m s), following the
findings of Cunningham and Linn (2007) and the configurations of Kochanski et al. (2013a,b,c). At
Appendix Il (Table B.3), the input_sounding file is also provided for completeness.

3.2.3 Experimental design

In order to evaluate the role of heat extinction depth to the fire — atmosphere interactions, eight (8)
experiments were performed, controlling how the released sensible and latent heat fluxes from the
fire are inserted into the lower levels of the WRF model. For the purposes of this study, fire —
atmosphere interactions involve a) the response of the released energy on surface or near surface
variables (e.g. fire rate of spread, wind speed, air temperature) in the vicinity of the fire and b) the
effect of fire plume into the ambient atmosphere and vice versa.

The control experiment (CNTRL hereafter) utilized the model and domain configuration as described
in the two previous sub-sections, where the default value of 50 m was deployed in the code for the
extinction depth parameter (zex hereafter). The rest seven (7) sensitivity experiments used the exact
model setup as in CNTRL but the zex was changed accordingly to the following values, 5 (ext005m), 10
(ext010m), 15 (ext015m), 25 (ext025m), 75 (ext075m), 100 (ext100m) and 200 m (ext200m).

The model was integrated in the National HPC facility - ARIS — under the projects LESinFIRE (PA001010)
and COrFIRE (PR002009), in MPlI communication mode, using 160 cores (2 Intel Xeon E5-2680v2
processors at 2.8 GHz per node, 20 cores per node, 8 nodes with Infiniband interconnection) in each
simulation. The forecast horizon was set to 2.5 hours, while the simulations wall clock time was ~8.5
hours. Output files were saved every 5 min, and the required total storage was approximately 500GB.
Fig. 3.3 displays the execution time (s) as a function of core number according to the results of the
performed benchmarking on HPC ARIS for 1 hour simulated time.
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Fig. 3.3: Execution time (s) of WRF-SFIRE on MPI mode, in HPC ARIS, as a function of core number. The simulation
wall clock time was 1 hour.
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3.3'Results

In this section, the model results from the 8 experiments are presented. A unique code name is
assigned in each experiment, which corresponds to the value of the extinction depth parameter (zext)
used in the sensitivity. The naming convention of each experiment dictates the letters “ext” to be
followed by the value of zex (3 digits), ending with the letter “m”, e.g. ext005m for zex equal to 5 m.
The experiment with the default z. value, 50 m, is referred as CNTRL. Due to excessive local heating
of the atmosphere in the column above the fire, vertical violations of the CFL (Courant—Friedrichs—
Lewy) condition were encountered and some of the simulations did not reach the forecast horizon (2.5
hours). Thus, for the analysis, a subset of the data was used from each model run, particularly the first
forecast hour since the ignition of the fire, which was available in all simulations, unless it is mentioned
otherwise.

3.3.1 Fire fluxes into the atmospheric model

According to Eqg. 3.1, the released fluxes from the fire model are distributed vertically in a layer above
surface into WRF, following an exponential decay with height. From Eq. 3.1 and based on the average
height of the theta levels (Fig. 3.1), theoretical percentage flux values relative to ground ones, as a
function of mass levels, were calculated for each experiment (Fig. 3.4). As Fig. 3.4 shows, for zexx =5 m,
at 1% theta level, only ~¥31.4% of the heat fluxes from the surface is entering into WRF, while they are
decaying rapidly on the next 4 levels aloft. On the other hand, for zex = 200 m, approximately 97% of
the ground heat fluxes are inserted into the 1° theta level and reach half of their initial intensity (50%)
at 10" mass level (~137 m). The calculated values in Fig. 3.4, can be found in the Appendix Il (Table
B.4).

® CNTRL @ ext005m +# ext010m 4 ext015m X ext025m % ext075m ®ext100m € ext200m
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Fig. 3.4: Portion of heat flux from the surface fire that resides on every theta level up to ~1000 m above surface,
for each experiment (black dots, CNTRL;, orange dots, ext005m; cyan crosses, ext010m; red triangles,
ext015m; blue asterisks, ext025m; green xs, ext075m, purple squares, ext100m; brown rhombi, ext200m).
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Fig. 3.5 depicts the relative frequency distribution of the temperature tendency (K s*, red solid line)
and humidity tendency (or vapor concentration; blue dashed line) as a function of altitude in each
simulation, which correspond to the vertical divergence of the sensible and latent heat fluxes from the
ground fire, respectively. At all available times within the first forecast hour after ignition and for each
grid point in the 3-D domain, the height in which a single value of temperature and humidity tendency
existed, it was considered as valid for the calculations of the distribution. Each distribution is consisted
of 40 bins, with 250 m intervals.

In the CNTRL experiment (Fig. 3.5a), approximately 50% of the ground released heat fluxes (grid points
with a valid flux value), in the first hour since ignition, lie below 750 m, while the surface fire adds
energy, momentum and humidity to the ambient atmosphere until ~4000 m agl. Moreover, Fig. 3.5a
suggests that the height of the fire heat fluxes follows an exponential decrease in vertical but this
feature is arbitrary due to the higher density of the model levels near the surface (Eq. 3.2, Fig. 3.1). By
setting the ze« value equal to 5 m (Fig. 3.5b), almost 73% (77%) of the sensible (latent) heat fluxes are
concentrated in the first 250 m and the maximum injection height is at 417 m agl. According to Eq. 3.1
and Fig. 3.4, at 5 m only 36% of the initial flux values exist, which is below the average height of the 1
theta level (~5.8 m). At 10 m (2 X zexe = 5 m), the fluxes are equal to 13.5% of their original value. Since
the 2" theta level is located at ~18 m, the released fluxes are underestimated, as only a small portion
is entering into WRF. In addition, when doubling the z.« parameter (10 m, Fig. #3.5c), the maximum
height in which the fluxes from the fire reside is doubled (~823 m) and only ~5% is located above 750
m agl.

A linear behavior regarding the maximum injection height seems to follow the choice of the zex
parameter, as a three times increase (Fig. 3.5d) results in approximately three times higher heights
(~1240 m), with ~62% of the distribution lying below 500 m. The same behavior is depicted when zex
is equal to five (Fig. 3.5e), fifteen (Fig. 3.5f) and twenty times (Fig. 3.5g) of the zex initial value (zext=5
m). Differences appear only in the shape of the corresponding distributions, where the higher the zex:
value the more elongated the tail. Finally, in the ext200m sensitivity experiment (Fig. 3.5h), ~52% of
the flux values are located in the first 1500 m above surface, while the fire fluxes are distributed almost
up to the top of the computational domain, which clearly acts as an upper limit to them. If the
aforementioned linear behavior applies also in this case, then the fluxes might be artificially distributed
up to 16000 m.
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Fig. 3 5: Vertical distribution of the released sensible (red solid line) and latent (blue dashed line) heat fluxes from
the fire as function of height for each experiment. The heights are calculated at all theta levels of the 3-D
WRF domain with valid flux values (non-missing), within the 1% forecast hour since ignition. See text for

further details.

Fig. 3.6 shows how the concept of exponential heat flux decrease (Eq. 3.1) within WRF domain affects
the actual values of the released fire fluxes in vertical, as a function of z.« parameter. As the
guantitative comparison of the fluxes themselves was not desired, normalized values of the sensible
heat fluxes were calculated and plotted against height. Each graph in the panel plot (Fig. 3.6), depicts
values of the Eq. 2.5 righmost term, at all grid points of the 3-D domain with valid data and at all
available model output (every 5 min), while the different dot colors correspond to minutes since
ignition.

According to Fig. 3.6a, in the CNTRL experiment, the highest sensible heat flux values are located in
the first theta level and are recorded in the early begining of the fire (black dots), approximately at 5
minutes after the fire ignition. Also, lower but significant values (cyan dots) stand out at 10 minutes
and half-strength values (olive dots) are met at 30 minutes, related with temporal peaks of the surface
heat fluxes (will be discussed later). The vertical profiling of the CNTRL fire fluxes displays a smoothly
decreasing of their values, where the exponential fitting is evident. Moreover, the flux values at 1°
theta level agree with ~89% of the surface flux values at each valid grid point (Fig 3.4). In addition, the
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height of a single theta level is increasing as the corresponding flux value is increasing due to the
buoyance response. The higher the theta level, the more pronounced the effect. With zexcequal to 5 m
(Fig. 3.6b), high heat flux values lie on the first theta level, with the highest value being recorded at 60
minutes since ignition. However, an abrupt decrease on their values is shown on the 2™ theta level,
while very low flux values are located aloft. This feature is attributed to the fact that only ~ 31% of the
released fluxes from the surface fire are inserted into the 1% theta level (5.8 m) and ~3% into the 2"

theta level (Fig. 3.4). Worth of noting is also the height variation of the 2" theta level, during the period
of analysis (1 hr).
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In Fig.3.6d (ext015m experiment), high heat flux values are dominating at 60 minutes after the fire
flaming. Note how the height of the 2" (purple dashed polygon) and 3™ (black dashed polygon) theta
level grid points varie due to excessive local heating from the surface and the resulted updrafts. The
aforementioned outbreak is observed only in this sensitivity simulation, albeit less intense outbreaks
exist also in ext005m, ext025, ext100m and ext200m experiments. Moreover, intense heat fluxes have
been produced and exponentially distributed in vertical, during the first 5 minutes of the fire in
ext075m experiment, while in ext100m, high flux values are recorded mostly in the period between 30
and 60 minutes since ignition. For the ext200m simulation, high and moderate heat fluxes appear in
two clusters at 30 minutes after fire initialization, where they exponentially decrease with height.

3.3.2 Impact of zext to pyric parameters

As an online-coupled atmosphere-fire model, the different energy budget above the ground fire must
influence the modeled fire behavior in terms of predicted Rate of Spread (ROS), total burnt area, fire-
line intensity and surface heat fluxes. Wind speed directly affects the spread model, while air
temperature, relative humidity and precipitation modify the fuel moisture content, altering its
flammability. In addition, for the interpretation of the results, some limitations of the Rothermel model
(Rothermel, 1972) must be taken into consideration. The most important aspect is that the effects of
wind and slope on the rate spread are based on fuel dependent coefficients, fitted at certain height
(mid-flame wind speed), where wind speed calculations are performed if the fire was not there (Filippi
et al., 2013, 2009).

3.3.2.1 Rate of Spread

In the box-and-whisker diagram (Fig. 3.7), the predicted ROS (m s?), greater than 0.06 m s?, is
presented for each model run. For the CNTRL simulation, the median (average) ROS is equal to 0.27
(0.37) m s%, the interquartile range (IQR = Q75 — Q25) is ~0.4 m s, while the maximum ROS is found
to be 1.3 m s (mild outlier, between the inner fence, IF2 = 1.12 m s*and the outer fence, OF2 = 1.71
m s?). Kochanski et al. (2013c) found spread rates of ~1.2 m s? at the early stages of the fire
propagation in their simulations, while Mell et al. (2007) reported spread rates between 0.4 to 1.5 m
s, as ambient winds were increased from 1 to 5 m s, In addition, Morvan (2011) presented various
rate of spreads (his Fig. 6), as a function of 10 m wind speed, obtained from numerical simulations with
different fully physical wildland fire models, which were ranging from ~0.1 to 6.4 m s%. In Linn and
Cunningham (2005), spread rates lied between 0.27 and 1.37 m s, as the ambient wind speeds were
increased.

Worth of noting is the distinguished box-and-whisker plot of predicted ROS in ext015m sensitivity
experiment, where the maximum produced ROS is equal to 5.97 m s. The median (average) ROS, the
standard deviation and the interquartile range are 0.63 (1.54), 1.72 and 2.59 m s}, respectively. It must
be mentioned that, the fire spread code has an upper limit in the predicted ROS, which is equal to 6 m
sland potentially acted as a “cap” to the numerical calculations. However, there are no outliers (mild
or extreme), while the 95 quartile is equal 5.15 m s, declaring a fast forward fire front propagation
in this experiment.

Although the interquartile range in ext075m run is the smallest (IQR = 0.25 m s) compared to all
experiments, this simulation presents the second largest ROS maximum (3.84 m s) and range (3.77 m
s1). Note also the significant amount of outliers, which range from 0.73to 1.1 m stand 1.11 to 3.84 m
s, for the mild (circles) and extreme (asterisks) ones, respectively. In addition, in the ext200m
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sensitivity, the maximum ROS is equal to 2.24 m s, while the outliers (mild and extremes) are related
with values beyond 1.06 m s*. To conclude with, the choice of the z. parameter strongly influences
the simulated ROS mostly due to variations in the near surface winds speed, which are produced by
the online feedback between the fire and the ambient atmosphere. The descriptive statistics of the
simulated ROS in each experiment are shown in Table 3.2.
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Fig. 3.7: Box-and-whisker plots of the predicted rate of spread (m s2) in each sensitivity experiment.

Table 3.2: Descriptive ROS statistics for each sensitivity experiment. The 95% confidence intervals were calculated
using the bootstrap method (1000 samples).

CNTRL ext005m ext010m ext015m ext025m ext075m ext100m ext200m

0373+ 0431+ 0292+ 1.544 + 0491+ 0468+ 0331+ 0.362%
0.026 0.023 0.027 0.132 0.042 0.070 0.023 0.025
m 0.270 0.340 0.230 0.630 0.340 0.160 0.270 0.195
m 0.090 0.070 0.080 0.080 0.120 0.070 0.090 0.070
std. Deviation 0.293 0.297 0.213 1.717 0.423 0.774 0.260 0.405
SHCE 0.086 0.088 0.045 2.948 0.179 0.599 0.068 0.164
1114+  1.005+  0.712% 1.000 + 1178+ 2863+ 1262+ 2562+
0.217 0.192 0.302 0.187 0.238 0.218 0.210 0.150
Kurtosis 0417+ 0678+ -0.773+ -0.251+ 0750+  7.932+  1.185+  7.249%
0.430 0.381 0.595 0.371 0.472 0.433 0.417 0.300
1.230 1.380 0.710 5.900 1.800 3.770 1.100 2.170
m 1.300 1.450 0.780 5.970 1.870 3.840 1.170 2.240
1 0070 0.070 0.070 0.070 0.070 0.070 0.070 0.070
5  0.080 0.080 0.070 0.080 0.080 0.070 0.070 0.070
10  0.090 0.110 0.070 0.090 0.090 0.070 0.080 0.080
25  0.130 0.200 0.100 0.150 0.140 0.100 0.115 0.110
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50 0.270 0.340 0.230 0.630 0.340 0.160 0.270 0.195

75 0.525 0.620 0.490 2.740 0.740 0.350 0.500 0.490
920 0.856 0.817 0.610 4.320 1.146 1.230 0.676 0.717
95 1.002 1.008 0.684 5.145 1.368 2.574 0.911 1.322
929 1.258 1.365 5.949 1.864 3.814 1.167 2.144

3.3.2.2 Fire area

The predicted ROS is correlated with the fire perimeter and controls the rate of growth of the burnt
area. Large spread rates lead to faster growing burnt areas and thus to more intense fires. Fig. 3.8
depicts the fire area (ha) as a function of time, in each experiment. In addition, the first twenty minutes
of the fire area time-series (30 to 50 minutes) are displayed enlarged in the graphic plot. At the very
first minutes (30 to ~33 min) of the fire, the burnt area grows at the same rate in all experiments. From
this point and in the next three minutes, deviations in growth rates start to occur, where in ext005m,
ext010m, ext015m and ext025m sensitivity runs the burnt area increases almost equally and faster
than in the other four experiments, where z.:> 50 m. However, at nine minutes (39 min) since ignition,
ext100m (magenta solid line) presents the largest growth rate and the largest burnt area (~1.2 ha),
while at the same time period, the fire area in ext200m (purple solid line) seems to increase linearly
and very slowly, hardly reaching 0.3 ha. Moreover, the ROS maxima in the ext100m sensitivity run are
occurring during the aforementioned period (33 to 39 min).

At 50 minutes since model initialization (20 minutes from the fire ignition), the ext100m and ext200m
simulations present the largest and the smallest burnt areas (~2.74 and 1.27 ha, respectively), the
ext015m (red solid line) and ext075m (dark green solid line) model runs produce equal fire areas (~2.35
ha), while for the rest of the experiments, the burnt area lies between 2.13 to 2.22 ha. As the
distribution of the released fire heat fluxes in vertical varies in each experiment, the feedback between
the fire and the atmospheric column aloft is different, which in turn affects the wind field near the
surface. This is evident in fire growth rates of the ext200m simulation, where the fire area increases
from 1.27 ha, at 50 min, to 6.0 ha, at ~61 min, which corresponds to an average growth rate of 0.43 ha
mint. Up to the end of the analysis, the ext200m’s fire area expands almost linearly at a steady rate
(0.4 ha min™).

During the second half of the analyzed period (60 to 90 min into the simulation), all the experiments
except ext200m sensitivity run, produce approximately equal fire growth rates with temporal
variations. However at around 90 min, an abrupt increase in ext015m’s fire area is observed and is
related with the production of high heat fluxes from the ground fire (as it will be discussed later), while
a second but smoother growth is shown in ext005m (orange solid line) experiment. Finally, the burnt
area after 1 hour from the onset of the fire was 14.2, 16.3, 15.1, 17.4, 14.8, 14.9, 15.8 and 18.0 ha for
the CNTRL, ext005m, ext010m, ext015m, ext025m, ext075m, ext100m and ext200m experiments,
respectively.
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Fig. 3.8: Burnt area (ha) as a function of time (min) since model initialization in each sensitivity experiment. The
first twenty minutes of the time-series are shown enlarged (encompassed by the black dashed boxes).

The effect of different z.x: values on fire spread and burnt area can be also illustrated by calculating the
burn probabilities from the eight experiments. Fig. 3.9 depicts the resulting probabilities (%) at every
fifteen minutes since fire ignition. Each color in the plots represents a burn probability equal to 12.5
%, which corresponds in a single experiment. Thus, the light blue color means that only one simulation
burned that area, while the dark red color means that all experiments burned that area. Even though
the sample of eight experiments is not large enough, as the central limit theorem dictates, Fig. 3.9
provides an insight on the uncertainty in fire propagation and burned area as the z.« changes.

Fig. 3.9a shows that at 15 min since the initialization of the fire, the fire will propagate eastwards up
to a certain point, but there is a 12.5% chance that it will spread on its flanks, towards north (light blue
area). Here, the northwards propagation is produced in ext100m simulation. At 30 min since fire
ignition, there is 100% probability that the fire will move towards east-southeast, up to 150 m (in west-
east direction) from the ignition point (1850 m in west-east direction, from the west boundary of the
domain). At the same time, there is 50 % chance that the fire will spread further towards southeast,
while there is 12.5% chance that the fire will spread faster towards southeast, until ~ 2200 m in west
—east direction (350 m from ignition point). The faster spread rates are presented in ext200m
experiment, as it is shown in Fig. 3.8. After fifteen minutes (Fig. 3.9¢), it is evident that the fire will
spread on its flank and on its backside, growing almost proportionally. The east-southeast propagation
is maintained (dark red area), but there is also a chance, equal to 12.5 %, that the burned area obtains
an elongated shape moving further eastwards (light blue; due to ext200m simulation). At 90 min into
the simulations (Fig. 3.9d), the fire will continue to grow in all directions (albeit with no equal spread
rates), whilst the northeast flank will become the most active fire front. Six out of eight simulations
(75% probability) present a northeast fire propagation, while there is a 12.5 % chance of an abrupt
increase in spread rates along the northeast flank (due to ext015m contribution).

Since only the first hour from the fire initialization is analyzed and discussed, up to this point for all
experiments, the discrepancies in space are not very large. However, significant larger deviations exist
beyond the first hour, for example at one at half hour (1.5 hr) since fire ignition. According to Fig. 3.10a,
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the burn probability from the five model runs (CNTRL, ext025m, ext075m, ext100m and ext200m) that
reached up to this time, shows that there is 20% possibility of a northwestwards spread, which
produces approximately a doubled area (light blue), in comparison to the commonly burnt area in all
five experiments. The aforementioned area is predicted in the ext025m simulation.

Fig. 3.10b depicts the calculated burn probabilities at simulations’ forecast horizon (2.5 hr since model
initialization), where only four out of eight experiments (CNTRL, ext075m, ext100m and ext200m)
reached the target time. Note the different sub-domain extent in y direction, compared to Fig. 3.10a.
Here, a clearly northward-burnt area expansion (25% chance) is shown, due to the ext200m run
contribution. Nevertheless, the fire area in the remaining member is very similar and there is 100%
possibility that the fire will burn an almost elliptical area after 1.5 hour (dark red area).

Although the meteorological forcing in all experiments is identical, the produced deviations in fire
spread rates and burnt area are attributed to the different available energy budget in the atmospheric
column above the surface fire. As a result, the fire-induced winds, produced by the atmosphere-fire
interactions, are responsible for the presented variability, verifying that the WRF-SFIRE is capable of
reproducing such processes, albeit they are affected by the zex parameter. In full sample plots (Fig.
3.9), the 12.5% probability range shows the possible margin error for the non-coupled operational fire
spread models that do not take into account the feedback between atmosphere and fire. For smaller
samples (Fig. 3.10), the margin error is higher. Thus, probabilistic fire predictions may be required in
order to evaluate the predicted fire behavior. In an analogous statement ended up Kochanski et al.
(2013c), who in their study pointed out the importance of a range of predictions for the future fire
behavior and its spread, as different ambient wind shears led to a range of fire spread rates and burnt
areas.
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Fig. 3.9: Burn probabilities (%) based on the eight sensitivity simulations at a) 15 min, b) 30 min, c) 45 min and d)
60 min since fire ignition. A sub-area of the entire domain is illustrated for visualization purposes.
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Fig. 3.10: Burn probabilities (%) based on a) five out of eight experiments (CNTRL, ext025m, ext075m, ext100m
and ext200m), at 90 min since ignition and b) four out of eight experiments (CNTRL, ext075m, ext100m and
ext200m), at 120 min since ignition. Note the different sub-domain extent in y direction, compared to the left
plot.

3.3.2.3 Fire heat release rate at surface

The rate of spread and the growth rate of the fire area are driven by the fire heat release rates, in every
integration step of the WRF-SFIRE modelling system. Fig. 3.11 displays the instantaneous combined
sensible and latent heat release rate on the 2-D fire grid mesh, at 0.1 s intervals, in each experiment.
The parameterization of the combustion in SIFRE model dictates that the so called “power of the fire”
is increasing when there is sufficient fuel ignition to replace the mass loss of the previously ignited fuel.
According to Fig. 3.11, in the CNTRL experiment, the maximum fire heat output lies below 7,600 MW
and itis produced at the end of the analyzed period. Although there are temporal peaks, mostly at the
first 15 minutes since fire ignition, the CNTRL fire heat output is gradually increasing as more and more
fire grid cells are being ignited, a feature that is observed almost in each experiment. The
aforementioned peaks are responsible for the temporal increase in the fire area growth rate (Fig. #,
enlarged frame, black solid line), at ¥~34 min and ~44 min since model initialization, respectively.

In ext005m sensitivity run, the largest heat release rates (> 7,000 MW) are met at the very end of the
analyzed period (~90 min into the simulation) with a maximum of ~33,000 MW, which result to faster
fire spread and higher fire area growth rates, as it is depicted in Fig. 3.8 (purple solid line). In addition,
the ext010m and ext025m simulations produce the highest heat output at approximately 60 min since
fire ignition, but their values are below 11,000 MW and 9,800 MW, respectively. Also, the temporal
peak at ~53 minutes into the simulation, in ext010m run, is responsible for the short temporal increase
in the fire area growth rate, in Fig. 3.8 (green solid line). The most erratic fire behavior occurs in
ext015m sensitivity run, where the maximum heat output is located between 89 and 90 min since
model initialization and is equal to ~41,000 MW, almost four times higher than the corresponding
maxima in the ext010m and ext025m simulations. The response to this amount of released energy is
the abrupt increase in the fire spread rate and subsequently to the fire area growth rate (Fig. 3.8, red
solid line), which resulted to a southeastwards fire expansion (Fig. 3.9d).
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In ext100m and ext200m sensitivities, the maximum heat output is ~14,200 MW and ~13,100 MW,
respectively. Despite their proximity, they occur in different time frames, resulting in different
responses into the fire rate-of-spread. In ext200m model run, heat release rates higher than 8,000 MW
are produced for approximately three minutes (between ~59 to ~61 min since initialization), while the
corresponding period in ext100m is only one minute. Thus, the increased burnt area growth rate of
the ext200m run, in Fig. 3.8 (purple solid line) is linked to the large amount of sensible and latent heat
release, between 51 and 60 min into the simulation.
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Fig. 3.11: Combined sensible and latent heat release rate (MW) from the 2-D SFIRE model, in each experiment.

3.3.3 Impact of zext to atmosphere/plume properties

3.3.3.1 Airflow characteristics

According to the conceptual illustration of airflow in and around a developed fire front, as it presented
in Potter (2012b) and discussed in Chapter 1 (section 1.1) of this manuscript, a descending rear inflow
feeds the fire with fresh air and additional oxygen, the surface inflow at the flanks creates convergence
ahead and additional downward motions, whilst buoyancy produces strong updrafts and turbulence
aloft.

In Fig. 3.12, flow lines at 60 min since ignition from the CNTRL experiment are illustrated, at different
points of view. The upper limit in Fig. 3.12’s plots is placed around 2 km. The construction of the flow
visualization was carried out in VAPOR (Visualization and Analysis Platform for Research, v.2.6.0; Clyne
et al., 2007), while a major update in the software took place in 2019 (Li et al., 2019). VAPOR performs
a numerical integration of the 3-D wind field in a specified volume, where the integration starts at
“seed points” and tracks the successive positions in the volume. The establishment of the seed points
can be done by three different ways and by choosing a flow type. Here, the “steady” flow type was
chosen, which means that the vector field does not change during the flow integration.

Fig. 3.12 presents some common flow characteristics from the literature and introduces new features
as well. At surface, the convergence regime ahead of the fire is evident, as streamlines converge
downwind of the fire-front. Moreover, the descending rear inflow observed by Banta et al. (1992) and
Palmer (1981) and illustrated by Potter (2012b) in his Fig. 6, is demonstrated clearly in Fig. 3.12a,d.
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Although it is not shown, a closer examination of the rear inflow lines revealed that the flow starts to
descent approximately from the bottom of the inversion (~1500 m) layer and during its descend splits
in two parts. The first one reaches close to the ground and enters into the active fire-front from behind,
while the second one creates and sustains the clockwise longitudinal vortex above the left flank of the
fire area (Fig. 3.12d). The right horizontal vortex (Fig. 3.12c,d) is rotated clockwise as well and it is not
related with the descending rear inflow. However, it causes strong downward motions at the area to
the right of the fire, where the descending air converges in front of the combustion zone. In addition,
these vortices are persistent and are not a transient feature, whilst their intensification occurs at the
late stages of the fire.

It must be mentioned that the previously presented horizontal vortices must not be confused with the
counter rotating horizontal vortex pair presented in Haines and Smith (1987), in which the boundary
layer vorticity causes rollup of the vortex tubes and subsequently plume bifurcation. Both vortices
rotate clockwise and originate outside and upwind of the fire plume, near the left boundary of the
domain. Moreover, the left horizontal vortex acts as inflow to the front of the half upper part of the
fire plume, while the flow from the right horizontal vortex interacts mostly with the surface (see in
Appendix Il, Figs. B.1 and B.2). In addition, smaller but transient horizontal vortices are located to the
left and above the main left vortex, near the boundaries. Although it is beyond the scope of this
manuscript and may be addressed more properly in a future study, the presence of the fire plume
must play important role to the dynamical characteristics of these vortices and how they interact with
the near surface flow and plume dynamics. A possible mechanism is the reorientation of the shear-
generated horizontal vorticity in the ambient atmosphere due to the presence of fire plume and the
convergence that occurs in vertical. Other contributing factors can be the stability profile of the
atmosphere, the wind vertical profile or even the presence of the inversion layer aloft.

The ascending updraft is vertically tilted (Fig. 3.12b) by the weak wind shear and the streamlines easily
reach and even penetrate into the inversion layer. Entrainment of ambient air into the fire plume is
observed mostly upwind of the main updraft and directly behind it, at all heights (see in Appendix Il,
Fig. B.3), but there is also a region of descending air from above and to the right (> 2 km), that enters
into the upper portion of the fire plume. Clements (2010), by constructing the vertical profiles of rate
of heat gain from high frequency thermocouple measurements, found a region of strong cooling
(approximately -37 and -44 kW m?) between 10 and 15 m above the ground, due to the strong
entrainment that occurred behind the fire front and plume. As it is pointed in Potter (2012b), the
heights at which entrainment occurs at various rates need further investigation and only field
measurements can contribute positively to this question.

All the above depict the complexity and non-linearity of the interactions between a surface fire and
the atmospheric flow. Given the uncertainty that is introduced by several assumptions in the model
input data and parametrization schemes, analysis and interpretation of the results must be carefully
performed. The next sub-sections try to shed some light upon the basic key parameters that are being
affected by the tuning of the fire-released energy into the atmosphere, as it is controlled by the
model’s zex: parameter.
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Fig. 3.12. Streamlines at 60 min since ignition, for the CNTRL experiment at different points of view. At surface,
the fire area is shown with different colors according to the remaining fuel. The brown color corresponds to
unignited fuel. The green arrow indicates the ambient wind (westerlies). Created in VAPOR using 60 random
seeds (flow type steady).

3.3.3.2 Vertical velocities

The energy released from the fire, as sensible and vapor heat fluxes, results in heating and moistening
of the air above. As the heated and lighter air parcels ascent due to buoyancy and pressure gradients,
an endless cycle of upward and downward motions occur. Under certain conditions, the vertical
velocity induced by fire can easily reach tornado strength values. The IR video imagery analysis (Coen
et al., 2004) during the FROSTFIRE experiment revealed instantaneous upward velocities of 60 m s?
and downward velocities of 30 m s*. During the field validation experiment FireFlux (Clements et al.,
2007), the recorded updrafts and downdrafts reached speeds of nearly 5 m s*. A couple of decades
earlier, Countryman (1969) analyzed the obtained data from Project Flambeau (Bush et al., 1969),
where in his figures the maximum recorded updraft velocity was 7.3 m s (his Fig. 37), whilst the
maximum recorded downdraft exceeded 30 m s (his Fig. 40). Moreover, Banta et al. (1992) estimated
maximum vertical velocities of 15 m s, by utilizing both Doppler radar and lidar equipment. All the
above measurements, albeit they were performed under very different situations (both in
environmental and technological terms) set the basis for the analysis and evaluation of any
atmosphere-fire model results.

Fig. 3.13 and Fig. 3.14 depict the maximum updraft (left column) and downdraft (left column) over
time and model level, for CNTRL (Fig. 3.13a, b), ext005m (Fig. 3.13c, d), ext010m (Fig. 3.13e, f) and
ext015m (Fig. 3.13g, h), ext025m (Fig. 3.14a, b), ext075m (Fig. 3.14c, d), ext100m (Fig. 3.14e, f) and
ext200m (Fig. 3.14g, h) experiments. In addition, the attached scatter plots in each subplot depict
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upward vertical velocities greater than 4 m s (red dots) and downward motions greater than 2 m s
(blue dots) as a function of height, during the first hour since fire ignition. According to Fig. 3.13a, the
maximum updraft velocity in CNTRL experiment exceeds 26 m s and it is recorded at ~900 m agl, at
15 min since ignition. Moreover, values greater than 20 m s are concentrated in a limited spatial area,
which corresponds to the early stages of the fire. In vertical, strong updrafts (> 20 m s?) are met
between ~600 to 1200 m agl, while a second local maximum of vertical velocities, between 15 and 20
m s?, lies in a layer from ~ 1400 to ~1800 m agl. An analogous vertical distribution of upward velocities
was presented in (Reid and Vines, 1972) where their radar based analysis of the smoke puffs revealed
higher velocities around 2 km, then decreasing up to the plume top.

The strongest simulated downdraft is 6.7 m s (Fig. 3.13b) and it is observed at the base of the inversion
layer (~1985 m), at 50 min since ignition. Fig. 3.13b also suggests that the strongest downdrafts (>5 m
s!) are located around the fire plume, whilst a line of moderate downward velocities is displayed
downwind of the fire. This feature is associated with the horizontal advection and intensification of
the prior existed turbulent eddies, during the early stages of the fire. Specifically, the aforementioned
line is simulated at 45 min into the simulation, at all experiments, and a possible explanation of this
feature might be the additional kinetic energy that is added into the computational domain due to the
surface fire and the generated fire plume dynamics. Moreover, the downward velocity regimes upwind
of the fire area are associated with the horizontal vortices discussed in the previous sub-section
(3.3.3.1), a feature that is persistent in all experiments and is illustrated in Fig. 3.13a,b,c,d,e,f,g,h and
Fig. 3.14a,b,c,d,e,f,g,h, respectively.

Although the maximum upward vertical velocity in ext005m sensitivity run (Fig. 3.13c) is almost equal
to the CNTRL’s value (26.1 m s}), it is observed lower, at ~576 m agl. In general, ext005m run produces
more intense updrafts, with greater spatial expand and with multiple local maxima during the analyzed
period, indicating transient and localized extreme vertical motions, in response to temporal peaks in
fire heat output (Fig. 3.11). Moreover, stronger downdrafts than in CNTRL experiment are simulated
in this model run (Fig. 3.13d), where the maximum downward vertical speed is 7.3 m s*and is located
downwind of the fire, at ~1882 m agl (at 50 min since fire initialization).

In ex010m sensitivity, the higher vertical velocities are seen (Fig. 3.13e) mostly at the center of the fire
area and slightly to its western (back) portion, showing that strong updrafts dominate at the early
minutes of the fire rather than later. The maximum vertical velocity is equal to 24.2 m s, is located at
~1283 m agl and is observed at 25 min since fire ignition. Another feature worth of noting is that the
regime of strong updrafts (> 20 m s?) is observed higher and in a ~200 m deep layer, located at ~1200
m agl. Regarding the downward motions, two regions of high downward vertical velocities are
illustrated (Fig. 3.13f), one at the left (north) and one at the right (south) flank of the fire perimeter,
respectively. The spatial pattern of the downdrafts seems to encompass the updrafts area (Fig. 3.13e),
where higher downward speeds (> 6 m s, orange shaded contours) are produced at the northern
region, but they are more localized than at the southern area.

The sensitivity run ext015m presents the most interesting results regarding the simulated vertical
motions and their corresponding magnitude. According to Fig. 3.13g, strong updrafts with values
greater than 20 m s (red shaded contours) exist in several atmospheric grid cells above the western
portion of the burnt area, whilst their vertical distribution deviates clearly from the CNTRL’s
experiment and the actual measurements in Reid and Vines (1972). The attached scatterplot in Fig.
3.13g shows that the highest vertical velocities are produced close to the ground, where values greater
than 20 m s*are met up to 400 m agl and in a layer between 1000 m and 1600 m above surface. The
maximum updraft velocity is found equal to 34.3 m s’} (not shown in Fig. 3.13g attached scatter plot),
on ~120 m agl, at 60 min since ignition and it is associated with the release of very high heat fluxes
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during that time window (Fig. 3.11) and the responsive high fire area growth rates (Fig. 3.8, red solid
line).

The aforementioned characteristics correspond to a common term in fire literature known as “blow-
up fire”. The first introduction of the term was done by Byram (1954), who described a blow-up fire as
a fire “which suddenly and often unexpectedly multiplies its rate of energy output many times”. In his
review article, Potter (2012) states that according to the Glossary of Wildland Fire Terminology, a blow-
up fire is defined as “the sudden increase in fireline intensity or rate of spread of a fire ... often
accompanied by violent convection and may have other characteristics of a fire storm”.

The conservation of mass and momentum in WRF equations dictates that another air parcel must
replenish this violent upward vertical motion of the air. Subsequently, the maximum downdraft
velocity is found equal to 11.4 m s, on ~43 m agl and at 60 min since ignition, as it is depicted in Fig.
3.13h (dark red dot at ~2 km east and ~4 km north of the bottom-left domain corner) and in the
attached scatterplot. Note that the atmospheric grid cells with the maximum updraft and downdraft
speeds are located at neighboring cells. Moreover, significant downward velocities with values greater
than 7 m s are observed mostly southeast of the fire area, while in vertical, the downdrafts present
their maxima at around 2 km. Finally yet importantly, strong upwards motions (> 4 m s™) reach up to
3 km agl, higher than in any other experiment, as a result of the aforementioned “blow-up”.

In ext025m model run, strong upward motions (> 16 m s) dominate all over the surface fire (Fig.
3.14a), with temporal peaks greater than 18 m slocated above the western portion of the burnt area.
The maximum updraft velocity is equal to 20.8 m s%, on ~960 m agl, whilst it is predicted at 85 min into
the simulation (55 min since flaming of the fire). In vertical, upward motions greater than 18 m sare
observed almost at all model levels up to 1600 m agl, a feature that is only met in this sensitivity run.
Moreover, a cluster of increased vertical velocities close to the ground (up to ~ 200 m agl), with a peak
of approximately same magnitude (~19 m s) as the maximum vertical speed, stands out in Fig. 3.14a
scatterplot, and are related with the temporal peak in fire heat output during the first 8 minutes since
fire ignition (Fig. 3.11). The maximum downdraft velocity in this sensitivity is 7.8 m s and is located at
~1882 m agl (at 60 min since fire ignition). Apart from the main area with downward velocities greater
than 6 m s, also localized downdrafts are shown to the south (Fig. 3.14b).

The maximum upward velocity in the ext075m sensitivity (Fig. 3.14c) is equal to 20.7 m s'tand is found
at ~ 800 m agl, at 45 min after the fire ignited. The vertical distribution of the updraft velocities is
similar to the CNTRL’s one, albeit the region with the highest velocities presents lower values than in
the CNTRL experiment. Moreover, an extended area of intense downward motions is depicted
downwind of the updrafts area (Fig. 3.14d), with a peaking value of 7.5 m s, at ~2093 m above surface.

In extl00m model run, two regimes of intense upward motions (Fig. 3.14e) are illustrated, which
correspond into two different periods into the simulation. The northern region is related with the
temporal peak in fire output at the early stages of the fire (during the first 10 minutes), while the
southern regime is the response to the high heat release rates at the last 5 minutes of the analyzed
period (55 — 60 min since fire flaming). The above two maxima are clearly shown in the vertical
distribution of the upward velocities (Fig. 3.14e scatterplot), where the lower local maximum (in terms
of height) is linked with the southern region and the other one with the northern area, in which the
maximum upward velocity (22.6 m s, at ~ 1144 m agl, at 10 min since ignition) is predicted. Moreover,
the maximum downward velocity is equal to 7.3 m stand is simulated at the height of ~1882 m above
surface, at 75 min into the simulation.
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“Blow-up” conditions are predicted also in the ext200m sensitivity, where according to Fig. 3.11, high
heat release rates from the surface fire, between 23 min and 32 min after the fire ignited, result in
high ROS (the outliers in Fig. 3.7) and subsequently, high fire area growth rates (Fig. 3.8, purple solid
line). The response of the atmosphere to the released energy is translated into strong updrafts (Fig.
3.14g), which are located just ahead and above of the fire-front, as the ambient shear wind tilt the fire
plume in vertical. According to Fig. 3.14g, there is a region of intense upward motions, with speeds
greater than 20 m s, where inside lies the maximum value of 29.8 m s, on ~1018 m above surface.
The maximum updraft velocity is recorded at 30 min since fire ignition, whilst the vertical examination
of the updraft velocities (Fig. 3.14g scatterplot) reveal a deep layer of ~800 m depth, where the upward
speeds are greater than 20 m s™*. Worth of noting are also a) the cluster of high updrafts close to ground
and b) the deviation of a number of grid points from the mean model height, a feature that is clearly
presented only in this sensitivity. Both features are associated with the intense heating from the
surface, which was described earlier. In addition, high downward velocities exist downwind of the
updrafts area, where the highest velocities are observed (Fig. 3.14h). The peak value is equal to 8.9 m
s1, the highest among the experiments, it is observed at 80 min into the simulation and on ~1985 m
above surface. Moreover, downward velocities, greater than 2 m s, extend up to ~ 3 km as in the
CNRTL experiment, however they present much higher values in the layer above 2 km.
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Fig. 3.13: Maximum updraft (left column) and downdraft (left column) velocity (m s, shaded contours) over time
and model level, for CNTRL (a, b), ext005m (c, d), ext010m (e, f) and ext015m (g, h) experiments. The attached
scatter plots depict vertical velocities greater than 4 m s (red dots) and less than -2 m s (blue dots) as a
function of height, during the first hour since fire ignition.
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3.3.3.2.1 Vertical velocities and airflow features at 90 min

Fig. 3.15'and Fig. 3.16 display the direct volume rendering (DVR) of vertical wind component (m s),
airflow (streamlines), vertical cross section of water vapor mixing ratio (kg kg?) along x axis and
potential temperature (K) vertical cross section along y axis, for CNTRL (Fig. 3.15a), ext005m (Fig.
3.15b), ext010m (Fig. 3.15c), ext015m (Fig. 3.15d), ext025m (Fig. 3.16a), ext075m (Fig. 3.16b), ext100m
(Fig. 3.16d) and ext200m (Fig. 3.16d) experiments, at 60 min since fire ignition. For the DVR z-wind
field, upward motions greater than 5 m s’ (green shading) and downward motions greaterthan3 m s
! (blue shading) are illustrated, while the streamlines are colored based on vertical velocity values. At
surface, the fire heat fluxes on the atmospheric grid cells are also depicted. The top of the depicted
domain is located at ~ 3500 m above surface.

According to Fig. 3.15a, updraft velocities greater than 5 m st are simulated from the surface up to the
inversion layer, with multiple updraft cores. The main updraft is slightly tilted due to the wind shear
profile and resides over the right flank of the fire area, narrowing close to the ground and expanding
higher. In addition, a new updraft is developing above the northeast (right from the reader’s point of
view) region of the fire area, where at surface, the fire front produces the higher fluxes. Strong
downward motions (blue shading) are observed around the “young” updraft as a response to the
explosive pyro-convection, at the top of the main updraft and at the descending parts of the right (left
from the reader’s point of view) horizontal vortex, which advect drier air from above to lower altitudes.
The descending streamline of the inflow, upwind of the fire area is also evident.

In ext005m experiment (Fig. 3.15b), the main updraft is consisted by a single column of ascending air,
which penetrates into the inversion layer, while at its top, strong downward motions surround the
column, mostly upwind. The descending inflow from behind circulates around the main updraft and
converges in front of the fire, close to the surface. The sensitivity run ext010m (Fig. 3.15c) produces
also a single updraft column, almost vertically oriented, but the strong downdrafts inside the inversion
layer are simulated all around to the main updraft. Note also the two streamlines aloft and left of the
updraft’s core (right from the reader’s point of view), and how they bounce as they descend downwind
of the fire due to strong turbulence.

Two distinct updraft cores exist in ext015m simulation (Fig. 3.15d), close to the ground. A weaker to
the left (east) and a stronger to the right (northeast) according to the reader’s point of view, which
collocates with the surface grid cells of maximum fire heat release. The two updrafts merge aloft,
producing downward motions with multiple cores (> 3 m s), while at the top of the plume, vertically
extended regions with strong downdrafts surround the main updraft column. At surface, the inflow
originally upwind of the fire area, turns to the north (right from the reader’s point of view) flank,
curves, converges and finally enters into the strongest (right) updraft core. This feature illustrates how
the convective column may act as an obstacle to the flow, an idea that was first introduced by
Countryman (1964). Under certain conditions, a pair of counter-rotating lee vortices can form
downwind of the column, due to the bending and tilting of the vortices (Countryman, 1969; Potter,
2012b).

In ext025m experiment (Fig. 3.16a), multiple updraft cores coexist close to the ground and merge
higher, producing a single updraft column, as well. The strongest core is observed above the east
forwarding fire front. While upward velocities greater than 5 m s'*are not observed inside the inversion
layer at this time frame and also seems to appear until the bottom of the inversion, however strong
downdrafts are simulated within. Note, how the downward motions vertically extend around and aloft
of the updraft column, while the streamlines descent on the downwind side.
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Fig. 3.15: Direct volume rendering (DVR) of vertical wind component (m s™), airflow (streamlines), vertical cross
section of water vapor mixing ratio (kg kg) along x axis and potential temperature (K) vertical cross section
along y axis for a) CNTRL, b) ext005m, c)ext010m and d) ext015m experiments, at 60 min since fire ignition.
For the DVR z-wind field, upward motions greater than 5 m s (green shading) and downward motions
greater than 3 m s’ (blue shading) are illustrated. Streamlines are colored based on vertical velocity values
and created using 16 random seeds (flow type steady). The top of the depicted domain is at ~ 3500 m above
surface. Created in VAPOR.

A different DVR of the vertical velocity variable is shown in ext075m simulation (Fig. 3.16b), where the
absence of a single and coherent updraft column is evident, a feature that was illustrated and discussed
in all previous experiments, with ze: less than 75 m. Here, the regime of strong vertical motions
(greater than 5 m s1) is consisted of a single narrow column near the surface, which expands as the
height increases. Upon expansion, multiple updraft cores are observed and regions of weaker updrafts
are present inside the wider area of the fire plume. In addition, the upward velocities with values
greater than 5 m st barely reach the bottom of the inversion layer. At lower heights, distinct downdraft
cores are located left (right from the reader’s point of view) of the updraft region, while aloft
downward velocities (greater than 3 m s!) are simulated above and slightly behind of the left (right
from the reader’s point of view) portion of the updraft regime. Moreover, the vertical wind shear tilts
the fire plume relative to the ground, a feature that is attributed to the lower vertical speeds as the
height increases (scatterplot from the Fig. 3.14c). Previously numerical studies (Sharples et al., 2013;
Simpson et al., 2014, 2013a) have demonstrated that the background winds cat tilt an intense pyro-
convective column. In combination with downwind atmospheric dynamics and high turbulence near
the fire, favorable conditions for spotting can emerge as well. It must be said that the WRF-SFIRE
modelling system does not include such spotting mechanism.
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Although the z wind DVR in ext100m sensitivity (Fig. 3.16c) presents similar morphological features
with the ext075m experiment (absence of a single updraft column, multiple updraft cores and blended
regions of weak upward motions), it is extended higher and into the inversion layer, while the
downdraft cores are simulated only aloft and in front of the updrafts’ regime. Moreover, the flow from
the right (left from the reader’s point of view) clockwise horizontal vortex converges close to the
ground and downwind of the fire area, a feature that was also appeared in the CNTRL experiment.
Regarding the ext200m simulation (Fig. 3.16d), strong updraft motions penetrate the inversion layer
and coexist with strong downdraft cores. Regimes of weaker upward motion (less than 5 m s?) are also
observed in the main fire plume. Last but not least, two different updraft cores are illustrated close to
the ground and are associated with the two active fire regions at surface.

ext075m
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Fig. 3.16: As in Fig. 3.15 but for a) ext025m, b) ext075m, c) ext100m and d) ext200m experiments.

3.3.3.3 Potential Temperature Anomaly

The heat releases from the surface fire directly affect the potential temperature in the vicinity.
Depending on the background winds, the temperature profile and stability conditions, potential
temperature anomalies can reveal how the fire heat fluxes alter the energy budget close to the ground
and aloft. As previously discussed (Section 3.1), the sensible heat fluxes from the fire model are
inserted as additional source term to the equation for the potential temperature 6, equal to the
vertical divergence of the heat flux. The z.x: parameter controls the vertical distribution of the fluxes
but set limitations to the portion of the originally emitted fluxes that enter into the atmospheric
domain, as shown earlier (sub-section 3.3.1).
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Fig. 3.17 depicts vertical cross-sections along x axis and through the center of the WRF-SFIRE domain
of potential temperature anomaly (K), averaged from 5 to 60 min since ignition, for each experiment.
The instantaneous anomalies were calculated based on the potential temperature field prior to the
ignition (at 30 min into simulation) and then were averaged over time. In addition, the minimum and
maximum time-averaged potential temperature anomalies along the y axis were considered. If the
absolute value of the minimum time-averaged theta anomaly was greater than the corresponding
maximum along y axis, then every grid point in y direction was assigned with this value, else the
maximum value was considered. Thus, the choice of the y index of the cross-section point do not
change the resulting plot. The contour fill pattern corresponds to theta anomalies between -0.5 to 0.5

=~

According to Fig. 3.17, the perturbation in potential temperature field due to the surface fire heat
fluxes is greater close to the ground and diminishes as the height increases, in all experiments. In
addition, the penetration of the convective column into the inversion layer and the vertical circulations
result in the cooling of the aforementioned layer. The cooling is attributed to the advection of colder
air from above (strong downward motions as discussed in sub-section 3.3.3.2) and to the adiabatic
expansion and cooling of the rising air due to the decrease in air pressure as altitude increases. As the
simulations were performed in a highly idealized configuration, with no any microphysics scheme
active, it is hard to estimate if the adiabatic processes can lead to condensation.

In general, an increase of the z.« parameter leads to weaker time-averaged potential temperature
anomalies both close to the ground and in the top of the convective plume. However, the temporal
peaks in theta anomalies do not follow any linearity and their occurrence varies both in time and space.
In all experiments, the absolute minimum potential temperature anomaly occurred at 1rt theta level
(~5.8 m), while the maximum theta anomaly is met at 1rst theta model level only in the CNTRL,
ext005m, ext010m, ext015 and ext025m experiments. For the ext075m, ext1l00m and ext200m
sensitivity runs, the maximum theta anomaly is located at 6™ (~71.5 m), 11" (~155.7 m) and 9*" (~119.5
m) mass level, respectively. Table 3.3 summarizes and presents the minimum and maximum time-
averaged potential temperature anomaly from Fig. 3.17, the minimum and maximum theta anomaly
values, the mass model level and the time of their occurrence.

Table 3.3: Minimum and maximum time-averaged potential temperature anomaly (K) in each experiment along
with theta anomaly minimums and maximums, theta model level and time of occurrence.

Time-averaged theta Theta anomaly (K)
ELCINELALY)

Minimum Maximum Minimum Theta Time Maximum Theta Time
model since model since
level ignition level ignition

(min) (min)
CNTRL -3.8 12.9 -33.3 1t 5 52.7 st 5
EXTO05M -7.4 34.1 -87.2 s 60 142.1 st 60
EXTO10M -5.3 28.9 -36.0 1t 25 65.5 1t 5
EXTO15M -9.9 28.6 -207.3 1st 60 372.2 1t 60
EXTO25M -7.0 19.2 -32.7 1t 60 128.4 1t 60
EXTO75M -3.9 11.2 -19.0 1st 5 66.6 7t 5
EXT100M -4.0 7.2 -21.8 11t 55 22.6 1t 55
EXT200M -3.0 6.1 -27.2 gth 30 48.7 1t 30
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In the CNTRL experiment (Fig. 3.17a, Table 3.3), the minimum time-averaged potential temperature
anomaly is -3.8 K and is located in the inversion layer, whilst the maximum time-averaged theta
anomaly is 12.9 K (above the surface fire). The absolute minimum and maximum potential temperature
anomaly are found equal to -33.3 K and 52.7, respectively, at 5 min since ignition and at 1 mass level
(almost in neighboring grid cells). Moreover, Fig. 3.17a indicates that maximum time-averaged theta
anomalies above 5 K exist up to 300 m above surface and the background wind can alter the downwind
theta profile up to 1 K. In addition, downwind of the fire and close to the surface, the negative theta
anomalies are dominating, albeit their values are less than 0.5 K. The latter is true for all experiments.

Worth of noting is the minimum and maximum potential temperature anomalies in ext015m
sensitivity, where their corresponding values area equal to -207.3 K and 372.1 K, respectively. Both
extremes are occurring at 60 min since ignition (Table 3.3), at 1** theta model level and at neighboring
grid cells. This feature is associated with the high amount of released heat fluxes from the surface fire
(sub-section 3.3.2.3) at this time frame and its “blow-up” characteristics that discussed earlier (sub-
section 3.3.3.2). Examination of the minimum and maximum theta anomaly in x-y plane, at 60 min
since the fire’s flaming revealed that aloft the active firefront there is a region of high positive theta
anomalies (> 50 K), whilst on its surroundings high negative anomalies (> |-50]| K) exist (see Appendix
I, Fig. B.4). Although the model setup and the domain configuration was different than in this study,
Simpson et al. (2014) computed time-averaged theta anomalies up to 19 K above their ridge line fire,
by utilizing the WRF-FIRE model (Coen et al., 2013). However, they did not mention any negative
instantaneous theta anomalies. In addition, evaluation of the highly tuned WRF-SFIRE with field
observations (Kochanski et al., 2013a) from the FireFlux experiment (Clements et al., 2007) showed
good agreement between model and observational vertical temperature structure of the fire plume,
with no intense cooling being reported.

Despite the lack of any immediate reports on potential temperature anomalies in other model
simulations, this feature is consistent in all experiments, albeit it varies in space, time and intensity.
Moreover, the minima and maxima coincide in time, for all experiments but one (ext010m) and in
vertical, for almost all the simulations (except ext075m, ext100m and ext200m model runs), revealing
the need for further investigation and interpretation of this mechanism. Whether is an arbitrary effect
or a physical process is subject to future work.
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Fig. 3.17: Vertical cross-section along x axis through the center of the WRF-SFIRE domain of potential temperature
anomaly (in 0.5 K intervals, shaded contours), averaged from 35 to 90 min into simulation, for a) CNTRL, b)
ext005m, c) ext010m, d) ext015m, e) ext025m, f) ext075m, g) ext100m and h) ext200m experiments. The
contour fill pattern corresponds to values between -0.5 to 0.5 K. See text for further details.
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3.3.3.4 Modeled plume properties

A fire plume can act as indicator on how the released energy from a fire is distributed into the
atmosphere. Proper model evaluation requires an number of observational datasets and field
experiments that are carefully analyzed (Sun et al., 2006). For example, the FireFlux (Clements, 2010;
Clements et al., 2008, 2007) and the FireFlux Il (Clements et al., 2019) field experiments are two of the
most detailed and well documented prescribed burns with a vast amount of data suitable for model
evaluation and validation. Due to the highly idealized nature of the simulations performed, such
comparison is not possible and it is far from the scope of this study. However, an evaluation on how
the different input method (through changes in z.x parameter) of the fire heat fluxes into the WRF
atmospheric domain alter the fire plume properties can be achieved by determining the portion of
each plume, in which the calculations and comparisons lie, according to the classic plume theory
(Batchelor, 1954; Morton et al., 1956; Zeldovich, 1937).

Following the approach in Sun et al. (2006), the radial profile of vertical velocity w in the plume was
assumed to have a normal distribution (McCaffrey, 1983) and the portion of the plume with vertical
velocities (upward motions),

W e (3.4)
1.38

where wmax is the maximum vertical velocity in the plume, was considered for the calculations. From
the plume’s definition (Eq. 3.4), time-mean plume averaged vertical velocity (m s), plume radius (m)
and area (ha), mass flux (m3 s?), water vapor (g kg!) and temperature (°C) excesses were calculated,
as a function of height, for each simulation. The term excess is referring to the difference of the
calculated variables between inside and outside of the defined plume, according to Eq. 3.4. The mass
flux was calculated following,

My = wnR?, (3.5)

where w is the plume averaged vertical velocity and R is the plume radius. The plume mass flux is
originated from the classical idealized plume theory (Hunt and van den Bremer, 2011; Morton et al.,
1956). The plume radius was calculated from the plume area, since the latter was considered as a
perfect cycle on the horizontal plane, in each theta model level.

Table 3.4 presents the mean, minimum and maximum values of the time-mean plume-averaged
variables that are utilized in the current analysis. In average, the ext015m sensitivity run produces the
most intensive updraft speeds (11.0+0.9 m s!), and the highest water vapor (0.744+0.196 g kg?) and
temperature (12.1+3.9 °C) excesses due to “blow-up” conditions at the end of the analyzed period. In
addition, the absolute maximum temperature excess is presented also in this sensitivity run and is
equal to 373 °C. The plumes in CNTRL and ext200m experiments show almost equal spatial expansion
(in x-y plane) in average and additionally, the ext200m plume mass flux is the highest (241.0+39.4 103
m? s1) among the simulations. In general, the experiments with zey less than 50 m produce narrowed
plumes with strong updrafts, whilst the plumes in the experiments with z.x greater or equal to 50m
are more horizontally expanded and present weaker updraft speeds in their cores. In Appendix Il (Table
B.5), the calculated descriptive statistics for each plume variable and experiment are presented.

Fig. 3.18 displays the differences in time-mean plume averaged vertical velocity (m s?), radius (m), area
(ha), mass flux (10° m3 st), water vapor excess (g kg?), temperature (°C), maximum temperature (°C)
and absolute maximum temperature excesses (°C) between the CNTRL experiment and each sensitivity
simulation, up to 2 km above ground level. Regarding the plume averaged vertical velocities (Fig.
3.18a), there is clearly a clustering at lower altitudes, where in sensitivity runs with zey less than 50 m
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(ext005m, ext010m, ext015m and ext025m runs), simulated plume vertical velocities are higher than
in CNTRL, a) close to the ground and up to ~1 km agl, and b) lower, in ext100m and ext200m
experiments. For the ext075m run, positive differences are shown in the layer between ~200 m and
~470 m agl, whilst negative differences lie from the surface and up to ~200 m, and in the layer between
500 m and 1000 m above ground level. Above ~1 km and up to 2 km, all sensitivities produce higher
plume vertical velocities, except in ext100m model run (magenta dashed line), where plume vertical
velocity is essentially equal (in fact slightly smaller) to the CNTRL’s one, at ~1500 m above surface. The
ext015m sensitivity produces the most intensive updraft velocities (red dashed line) relative to CNTRL,
with peak values being presented in a 100 m deep layer, between ~100m and 200 m above ground
level. The maximum positive difference is depicted also in this sensitivity run and is equal to 5.4 m s,
at ~90 m above surface. On the contrary, the maximum negative difference is equal to -2.6 m stand it
is presented in ext200m experiment (~140 m agl).

Table 3.4: Average, minimum and maximum values of the time-mean plume-averaged variables.

Variables CNTRL ext005m ext010m ext015m ext025m ext075m ext100m ext200m
Mean 8.3+0.9 10.6+0.9 10.5#1.0 11.0+0.9 9.6+0.8 8.4+0.9 8.1+0.9 8.0+0.9
w (m s?) Min 0.7 1.2 1.1 1.5 1.1 0.6 0.6 0.5
Max 11.8 13.7 13.8 14.3 12.7 11.4 11.2 11.7
Mean 86.7t7.6 78.4+7.7 75.0£8.2 76.8t7.8 78.9t6.8 84.9+t6.6 86.018.2 86.816.1
R (m) Min 51.3 48.9 47.1 48.2 47.8 52.9 52.0 51.2
Max 136.4 138.7 126.0 138.5 128.2 124.2 144.0 138.8
Mean 2.8+0.5 2.3+0.5 2.1+0.5 2.2+0.5 2.3+0.4 2.7+0.4 2.8+0.6 2.810.4
A (ha) Min 0.9 0.8 0.8 0.8 0.8 1.0 1.0 0.9
Max 7.0 6.5 6.2 6.7 6.1 6.0 7.3 6.5
Mean 2353 239.4 219.8x4  227.9 217.0 232.4 241.7 241.0
MF (103 m3 +38.2 +45.4 6.7 1+40.8 +35.1 +40.9 148.4 +39.4
s1) Min 6.9 115 11.1 12.6 7.8 6.3 5.9 4.9
Max 509.8 563.9 633.8 482.1 416.3 549.6 566.2 494.1
Mean 0.433 0.626 0.597 0.744 0.564 0.487 0.470 0.430
(g kg) . +0.158 +0.178 +0.18 +0.196 +0.18 +0.18 +0.194 +0.156
Min -0.081 0.049 -0.003 -0.016 -0.122 -0.159 -0.172 -0.030
Max 2.283 2.449 2.272 2.342 2.238 2.712 2.705 2.355
Mean 5.4+1.3 9.4£3.0 8.9+2.6 12.1+3.9 8.312.5 5.2+1.2 4.611.0 4.1+0.7
T (°C) Min -1.8 -2.1 -2.1 -2.2 -1.9 -2.3 -2.6 -1.6
Max 13.0 47.0 35.7 53.7 29.3 11.0 9.6 7.4
Mean 10.941.9 24.1+8.1 13.6%3.3 57.4425.6 21.7#85 12.9+3.1 11.2+#2.1 16.04£3.9
T max (°C) Min 0.9 0.6 0.1 0.2 0.6 0.6 0.3 0.9
Max 22.4 143.3 48.8 373.0 129.3 37.2 22.5 42.3
Mean 16.4+£3.8 24.3+8.1 15.7+4.4 57.7425.6 22.3+85 17.7#5.3 12.742.2 23.4+4.6
Z;C)Abs'v'ax Min | 0.9 0.6 0.1 0.2 0.6 0.6 0.3 0.9
Max 53.1 143.3 66.0 373.0 129.3 66.5 22.5 48.6

Since plume radius (Fig. 3.18b) was calculated based on the plume area field (Fig. 3.18c), the
differences in vertical profiles of each sensitivity, relative to CNTRL experiment, present similar shape
and behavior. The ext200m sensitivity produces larger plume area and essentially plume radius (purple
dashed line) than the CNTRL experiment, between ~120 m to ~660 m agl (with maximum plume radius
positive difference equal to 15.0 m, at ~260 m agl), while aloft, the ext100m (magenta dashed line, Fig.
3.18b,c) plume is bigger than in CNTRL, at two distinct layers (from ~960 m to ~1150 m agl and in a
~200 m deep layer, between ~1500 m and ~1700 m agl). In addition, in the layer between ~1200 m
and ~1300 m agl, all experiments present thinner plumes than in CNTRL, which coincide with the
regime of higher vertical velocities in this layer (Fig. 3.18a).
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The vertical profiles of mass flux (Fig. 3.18d) present mostly negative discrepancies up to ~1200 m agl
(except the MF profile, in ext200m sensitivity) compare to CNTRL’s one and positive differences aloft.
The ext010m mass flux shows opposite behavior below ~1100 m agl, where the most negative
difference lies (equal to -125.3 10® m3 s, at ~800 m agl) and aloft, where the most positive deviation
is located (equal to 190.0 103 m3 s, at ~1360 m agl). Worth of noting is also the mass fluxes in the
layer between ~1200 m and ~1300 m agl, in which the ext015m, ext025m and ext200m sensitivities
produce the largest negative differences in vertical against CNTRL. This is reasonable, since the
calculation of MF is based on plume radius and plume-averaged vertical velocity, according to Eq. 3.5,
which also present the largest negative differences in this layer and for these experiments, as discussed
previously.

Close to the ground and specifically up to ~18 m agl, all simulations but two (ext100m and ext200m)
produce higher water vapor plume excesses than CNTRL (Fig. 3.18e). The ext015m plume is enriched
with additionally 1.0 g kgt water vapor (red dashed line) at 1%t theta model level (~5.8 m agl), which
decreases as the height increases, due to higher released latent heat fluxes from the surface fire.
Moreover, positive excesses exist above ~1800 m agl, and up to 2000 m above ground level.

In all sensitivities, discrepancies on plume temperature excesses occur up to ~600 m agl (Fig. 3.18f),
while aloft the differences become essentially zero against to CNTRL’s vertical profile. At approximately
5.8 m agl (1** theta level), the ext015m simulation presents the highest positive difference in plume
temperature excess (equal to 43.8 °C) compared to the CNTRL’s corresponding value (9.9 °C), while in
ext200m, the average plume temperature is lower than in CNTRL, by 5.6 °C. The experiments with zex
less than 50 m (ext0{05,10,15,25}m), produce higher temperatures inside the plume and over a 600 m
deep layer above surface, which result in higher buoyancy and pressure gradient forces and thus,
higher vertical velocities (Fig. 3.18a). In addition, the maximum time-mean temperature excess
difference is found equal to 350.6 °C (ext015m). In Appendix Il (Tables B.6, 7, 8, 9, 10, 11, 12, 13), the
absolute values of the time-mean plume-averaged vertical profiles (vertical velocity, plume radius and
area, mass flux, water and temperature excess) are presented also for completeness.

Sun et al. (2006) compared time-mean plume-averaged measurements of temperature, at 10 m agl,
from the Meteotron (Benech, 1976) fire experiment with the Clark coupled model (Clark et al., 1996a)
results. They found temperature excesses of 4.7 °C and 19.32 °C, respectively, depending on how the
sensible heat from the fire was put into the lower layer in the atmospheric model. The aforementioned
dependency is also valid in the current study, where it is clearly demonstrated that the plume
properties are altered by the choice of e-folding depth. However, estimations on which zex value is the
most appropriate for use are not possible at this point, since the goal is to emerge and demonstrate
the sensitivity of the e-folding approach, which is employed in the WRF-SFIRE modelling system.
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Fig. 3.18: Differences in time-mean plume averaged a) vertical velocity (m s), b) radius (m), c) area (ha), d) mass
flux (10° m3 s), e) water vapor excess (g kg2), f) temperature (°C), g) maximum temperature (°C) and h)
absolute maximum temperature (°C) excesses, between CNTRL experiment and each sensitivity simulation.

3.3.3.5 Near surface dynamics

3.3.3.5.1 Results at the end of initial steady state (30 min)
At 30 min since ignition, fire propagation is characterized by a steady rate in all experiments but one
(ext200m), as Fig. 3.8 suggests. To understand how the different e-folding depths of the fire released
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energy alter the near surface flow dynamics, the vertical component of vorticity vector,  (Eqg. 2.8), and
horizontal divergence, & (Eg. 2.10), were calculated on the fire grid (dx = dy = 5 m), at 3.1 m agl. This
level corresponds to the calculated “midflame” height (Baughman and Albini, 1980), in which the WRF
horizontal winds are vertically interpolated to the fire mesh, according to the methodology presented
in Section 3.2.

Fig. 3.19 and Fig. 3.20 depict the relative vorticity, T (left column) and divergence, & (right column), at
30 min since fire flaming, for CNTRL (Fig. 3.19a, b), ext005m (Fig. 3.19¢, d), ext010m (Fig. 3.19e, f),
ext015m (Fig. 3.19g, h), ext025m (Fig. 3.20a, b), ext075m (Fig. 3.20c, d), ext100m (Fig. 3.20e, f) and
ext200m (Fig. 3.20g, h) experiments. In addition, curl vectors indicate the airflow, at 3.1 m agl, while
the dark red contour line represents the fire perimeter. Negative (positive) { values refer to clockwise
(counterclockwise) rotation of flow parcels. Positive (negative) 6 values signifies divergence
(convergence) of flow parcels.

Overall, discrepancies exist in the patterns and magnitude of vorticity and divergence fields, in the
shape of fire perimeter and the location of fire head. In the CNTRL experiment, a counterclockwise and
clockwise vortex pair (Fig. 3.19a) is present ahead of the fire front, whilst strong convergence is evident
(Fig. 3.19b) in front and just above the fire front (maximum equal to -0.171 s). These flow features
shape the fire front into a near bow-shaped or parabolic form, which are in line with the findings of
previous numerical studies. Depending on the distance between the active portion of the fire front
and the convergence region ahead, sharp or more rounded fire front shapes are observed in each
experiment, which affect also the spread rates. Flow convergence is also depicted in the area behind
the fire head, acting as inflow to base of the updraft (not shown).

Clark et al. (1996b) introduced and discussed the role of convergence region ahead of the fire front, as
potential mechanism for “dynamic fingering”, in which the horizontal components (wx, w,) of vorticity
are tilted towards the vertical, increasing the wind speed in the direction of fire spread. Cunningham
and Linn (2007) and Mell et al. (2007) presented similar fire front shapes in their numerical grass fire
experiments. Kochanski et al. (2013c) evaluated the response of flow dynamics to fire propagation
under different vertical wind shear profiles and found convergence patterns similar with the ones in
this study.

The horizontal oriented vorticity that develops from the ambient vertically wind shear (generation of
vorticity due to viscous shear stress, 4™ right-side term of the vorticity equation (Eq. 2.9E), is oriented
vertically by the fire’s buoyant flow. Thus, along the north flank of the fire (Fig. 3.19a), positive { values
exist, while at south flank, high negative {values are presented inside of the fire perimeter and positive
{ values on the outside. The patterns of vertical component of vorticity vary in each experiment and
seems to be affected by the geometry of the fire line and the near surface flow. Thomas et al. (2017)
pointed out also the latter and they concluded that both the bulk surface flow and the vertical vorticity
contributed to the dynamic fire propagation presented in their simulations.

Church et al. (1980) discussed three types of vortices, based on the observations of the generated
plume during the Meteotron experiment (Benech, 1976) and described the mechanisms leading to the
generation of these vortex types. The tilting and stretching of horizontal components of vorticity
presented in the environmental wind field was among the aforementioned mechanisms, accompanied
by a graphical illustration (their Fig. 9). Cunningham et al. (2005) used WRF in LES mode and discussed
a number of vortex characteristics, such as horizontal vortices over the fire’s flanks. In their review
article, Forthofer and Goodrick (2011) mentioned that likely the drafting to a buoyant plume develops
also a shear layer near the ground, generating horizontal vorticity that can be oriented vertically. Potter
(2012b) presented a conceptual model of bending and tilting of vortices due to environmental wind
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shear (his Fig. 8) and buoyancy-gradient generation of vorticity around a fire front (his Fig. 9). In
addition, similar T vorticity structures along the fire flanks are presented in the numerical simulations
of Kochanski et al. (2013c), under different low-level environmental vertical wind shear.

Low e-folding depth values (Fig. 3.19¢,e,g, Fig. 3.20a) produce more organized and intense counter-
rotating vertical vorticity pairs and regions along the fire flanks and in front of the active fire head,
whilst in the sensitivities with z.x greater than 50 m (Fig. 3.20c,e,g), this vorticity is less organized and
more transient. The above suggests that vorticity generation due to horizontal buoyancy gradients
dominates over bending and tilting of horizontal vortices due to environmental wind shear, as higher
updraft velocities are encountered in experiments with low zex values.

Among all experiments, ext200m produces the most interesting T vorticity features (Fig. 3.20g) at this
time frame, as the fire is characterized by “blow-up” conditions, accompanied by fast propagation
rates, strong induced surface wind speeds and vertical motions. The resulted fire area is almost
doubled compared to the rest experiments, as previously presented in sub-section 3.3.3.5.1, where an
extended region of positive { vorticity lies (maximum of 0.15 s) upwind of the active fire head and is
collocated with trails of negative T vorticity values downwind (of similarly strength, -0.13 s2). This
counter-rotating vortex pair induces surface winds that advance the fire front at higher spread rates,
whilst it maintains its structural form at 10 m agl (not shown). Aloft, the fire plume is consisted of pairs
of counter-rotating vortices.
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Fig. 3.19: Relative vorticity { (s*, left column) and horizontal divergence 6 (s, right column), at 30 min since
ignition and 3.1 m agl, for CNTRL (a, b), ext005m (c, d), ext010m (e, f) and ext015m (g, h) experiments. Curl
vectors indicate the airflow at 3.1 m agl. Fire perimeter is indicated with the dark red contour line. See text
for further details.

88



Tim?é 1800 sec éince ignition

g (s?
e

8 (s?)
- B

i | ==
AR RTINS - |
RIS ER \\\\Q\wﬁm\c\:\:s:fss\?\xxﬁ\\\z
£ NS NN \\\ AR
5 LY B e AR
5¢ ) RONNRY 25 2 e RN
g " N \\ ,3 e\ ////;/’ % 7SN

; f‘*‘*\f‘-}"%\)\sﬁi\/i%z.%;

1 IS / / /% N\

= B C///L/éﬁ%ﬁ;;\\&mﬁ\
.:%%%//% e
w e

== ?ﬁm\f/////ﬁ G

f—— \\\-—/y/////y// S V=222 S=
£ S S A, N -7 a2 A S N
e NS I= 2 A ASSSSS W N

T

7

45

X Ly RSy B
T la  F
£ ] \X\\ \ lig\\, \\ \Q\\ X\\ “\th;{llill“\\\l\m j:
fe ISR \\\ SN N f}q \s\\\\s\\\\\
g PRGN Y 21 (@&\\ Ny e
e B e N
S ] NS 1 B
A
= M= 0 LE

RS . W

IS \\Q\\\\\‘ SEEEESSsSsSsSs j\‘\i\\\\‘\\‘\i\\\\ \tawa\xﬂxﬁ\\;\h&&’;\\’\:

&\\\ ViNSSSSS—E | ‘\‘\ NIh Sk
N Fae
£ 3 S RS SRR
. o
5 7 S )}[fﬁi \‘\\ >

= i NS

2222 A %f//&?&%’

=== M)/////Zémy ==
=) ZAH e

-1 'q«x*—v/////J—{-/\%q\.\\\W;k%/y/,;‘

: wa\\\\ e ey
j SRS N \_VV/////}»;M_:*

71 , ,
. r : = A
Raso———> Al

S22
e

Raada \\\—:-\;\aoa/v/'
E /ﬁ&&m

sz SN
: SN
|

4.5

)R g
SRR S N :
il mi\\xyx;i\\\\\sw N AR '

] \ R ‘N\\'ﬁ 1 09
NN N -
S; AR \ = A SR
';_:,E 7 ;( ALY . % \» \Q\ i\\}: o
L YV Sl ) L %/z/}/ o /#\\5:\\? 05

35 _/'/'/////;/'/ X = i /1—“\.\. .ﬁﬁfﬁ/}/ % //J/:—‘——:\ -07

—— . 1/:;//// Zw«/”\“”\f W ﬁ/f?% %

e
-

- //J i i ‘ D
N——/ Z S Z =N =
A\\\\\\\\\h«}///ﬁ%/l ] X
=
210 - 2?5 ‘ 3.0 20 il 25 3.0

///W% /J /y/m -15
N7 i

NN
NN

e -17

1\

L e e

Fig. 3.20: As in Fig. 3.19, except for ext025m (a, b), ext075m (c, d), ext100m (e, f) and ext200m (g, h) experiments.
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3.3.3.5.2 Vorticity.equation in horizontal plane

Fire plume dynamics involve the development and growth of vortical structures, such as fire whirls and
horizontally roll vortices, which can potentially lead to erratic fire behavior under favorable conditions.
Vorticity equation (Eq. 2.9) is the most appropriate tool in order to understand and evaluate the flow
dynamics during a wildland fire. According to Eq. 2.9, the vorticity at any point changes due to the
advection (horizontally and vertically) of vorticity, the tilting of vorticity from one axis to another, the
stretching and intensification by convergence and/or the generation of vorticity from no parallel
pressure and density gradients, buoyancy and/or wind shear.

The rate of change of the relative vorticity, {, in a frictionless flow and in height Cartesians coordinates
is expressed as,

%:_V.vg_g(vh .\7h)+(%xvth.lz+%Vhprhp

ot
:{_u%_va_?j_\,v%_;{au+@]+(5_U@_@5_Wj+i(a_/’a_p_a_ﬂa_zj, (3.6)
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(A) (B) (€) (D) (E)

where u, v and w the three components of the wind vector, p is the air density (kg m?3, calculated from
Eqg. 2.11), p is the air pressure (Pa) and subscript h indicates a quantity or operation in the horizontal
plane.

For each numerical experiment, the relative vorticity and the vorticity equation terms were estimated
at different heights above surface (50, 100, 200, 600 m agl), at 5 min intervals. The first level (50 m)
was chosen equal to the CNTRL’s e-folding depth, the rest two rather randomly and the latter was the
mean height in which the average plume vertical velocities from the plume analysis (sub-section
3.3.3.4) presented maximum values, in almost all experiments. Only the horizontal (Eq. 3.6A) and
vertically (Eq. 3.6B) advection term, the convergence (Eq. 3.6C), tilting (Eq. 3.6D) and solenoidal (Eq.
3.6C) terms were accounted for the calculations, while Coriolis and earth radius effects were
neglected. All components of the wind field were considered on theta points (at the center of each
WREF grid cell). For the calculation of the vertical derivatives, the wind components are interpolated
vertically at 25 m intervals. All derivatives were calculated by applying second-order centered finite
differences. Computations took place in NCL (NCAR Command Language) by calling externally a
number of Fortran functions, created for the purposes of the current analysis.

An analogous methodology is utilized in Matsangouras et al. (2016, 2014) regarding tornadogenesis
over complex terrain in Greece and in Pytharoulis et al. (2016), where the influence of topography on
the dynamical processes of a precipitation and lightning event is investigated. Sharples et al. (2015)
provided a theoretical analysis of the vorticity equation for windward and lee slope fires producing
pyrogenic vorticity, while Thomas et al. (2017) estimated each vorticity equation term in order to
examine how the vertical vorticity was generated in their modelled junction fires.

Fig. 3.21 depicts time series of simulated maximum values of relative vorticity, T (s) and vorticity
equation terms of horizontal (Hadv, Eq. 3.6A) and vertical (Vadv, Eq. 3.6B) advection, convergence
(Conv, Eq. 3.6C) and tilting/twisting (Tilt, Eq. 3.6D) at 5 min intervals, for CNTRL experiment, at 50 m
(Fig. 3.21a) and 200 m agl (Fig. 3.21b), respectively. Although the solenoidal term was calculated it is
not illustrated as it was found up to twelve orders of magnitude less than the other terms.
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At 50 m agl (Fig. 3.21a), T peak values are encountered at 35 min (0.063 s) and at 55 min (0.087 s%)
since fire ignition. The tilting/twisting term is dominant at the early stages of the fire (up to 15 min),
as the ambient horizontal vorticity is oriented vertically due to the presence of the fire, while the
horizontal advection term contributes the most to the increase of relative vorticity. The vertical
advection term is almost equal to the tilting/twisting term, in the period between 20 to 60 min after
the fire’s flaming. In addition, the convergence term (Eq. 3.6C) starts to increase after the first half of
the analyzed period, with peak value equal to 0.41 s (55 min) and the absolute T peak value can be
attributed to this term, since the generation of vorticity from the baroclinic term (Eq. 3.6E) is negligible.
It must be mentioned that the buoyancy gradients from the surface fire and the ambient wind shear
must be considered as constant sources of new vorticity. Higher maximum T values are presented at
200 m agl (Fig. 3.21b), but the temporal evolution is similar to the corresponding one at 50 m agl,
except that the relative vorticity peaks one hour after the fire ignition (0.14 s1). At this level, horizontal
advection of vorticity is dominating over the other terms, with peak value equal to 0.63 s*m™, at 60
min.
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Fig. 3.21: Maximum relative vorticity (s) and vorticity equation terms (s> m™) of horizontal (Hadv) and vertical
(Vadv) advection, convergence (Conv) and tilting/twisting (Tilt) as a function of time since fire flaming, for
CNTRL experiment, in a box of 1.5 km x 1.5 km over the fire area (1.5 km to 3 km west-east, 3 km to 4.5 km
south-north), at a) 50 m agl and b) 200 m agl.
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In ext015m sensitivity run, “blow-up” conditions are simulated at 60 min since ignition. At this time
stamp, all the vorticity equation terms, under examination, increase their maximum values
significantly at 200 m agl (Fig. 3.22) and lower (50 m and 100 m agl). The relative vorticity is advected
vertically the most (2.83 sTm™), since at this layer, the vertical velocities are maximized. This value is
the highest encountered among all experiments, regarding the vertical advection term. Also, the
tilting/twisting term intensifies the vortices by increasing its absolute maximum value by ~725%,
between 55 min (0.22 s'm™) and 60 min (1.84 s m™) since ignition, while the convergence term
presents the lower peak value (0.91 s*m™) and increase (337%), at the same period. Moreover, the
solenoidal term (not presented) amplifies its maximum values up to four orders at this time frame
(max 1.22 10-8 s'm™, at 50 m agl), at 50 m, 100 m and 200 m agl, respectively, but still its values are
eight times less than the other terms. The latter is in line with the findings of Clark et al. (1996b), where
they concluded that the solenoidal source term is at least an order of magnitude smaller than the
tilting/twisting term during the occurrence of an intense vertical rotor. In Appendix Il (Figs. B.5 and
B.6), the time series of relative vorticity and vorticity equation terms at each level and for each
experiment are presented for completeness.

5 ext015m
Tilt 200 m AGL

3.0

RelVor (s™)
Terms (s"'/min)

Time (min) since ignition

Fig. 3. 22: As in Fig. 3.21, but for ext015m experiment, at 200m agl.

According to Eqg. 3.6, the relative vorticity tend to increase (decrease), at any location, if the terms’
summary is positive (negative), while the maximum increase (decrease) is obtained when all the terms
contribute positively (negatively). As the aforementioned is usually the exception to the rule, Fig. 3.23
and Fig. 3.24 try to illustrate the spatial behavior of each vorticity equation term, at 60 min since fire
flaming, at 50 m and 200 m agl, respectively.

As the active fire front advances north-west, the relative vorticity and the vorticity equation terms
patterns between the two heights significantly differ. At 50 m agl (Fig. 3.23a), the flow in the plume
rotates clockwise (max. 0.096 s!) at sideways and along the fire head, whilst two counter-clockwise
vortices (max. 0.1 s1) are observed behind and in front of the fire head. It seems that this structure is
two counter-rotating vortex pairs, which are vertically extended down to the surface, as this pattern
is also observed at 3.1 m and 10 m agl (not shown). At 200 m agl (Fig. 3.24a), the rightmost anti-cyclonic
vortex is consisted of three smaller vortices, the region with negative { values at 50 m agl above the
fire line is now comprised of positive { values, while the leftmost vortex intensifies its strength (max. -
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0.16 s!) and moves slightly to the north. In addition, the separated cyclonic vortices 150 m below are
now merged to an extended V-shaped region with maximum value equal to 0.088 s

At 200 m agl, a dipole of positive and negative horizontal T vorticity advection is observed (Fig. 3.24b),
with maximum values equal to 0.91 s*m™and 0.89 st m, respectively. As it was previously discussed,
vertical advection is more pronounced at 200 m agl (min. -1.62 s*m™, max. 2.83 s*m; Fig. 3.24c) than
at 50 m agl (min. -1.09 st m™, max. 0.96 s m™; Fig. 3.23c) due to higher vertical velocities. Negative
values of the convergence term indicate that the flow either diverges under > 0 or converges under
{ < 0. The flow divergence (convergence) compresses (stretches) the vortices, resulting in decreased
(increased) relative vorticity. At 50 m agl (Fig. 3.23d), the convergence term contributes mostly
negatively (max. 0.82 s m™?) to the increase of relative vorticity, while aloft (Fig. 3.24d) positive and
negative contributions of approximately same magnitude exist (-0.55 and -0.5 s* m?, respectively).
Regarding the tilting term, horizontal vorticity is oriented vertically mostly at 200 m agl (Fig. 3.24e),
where the dominance of positive values is evident. Although the solenoidal term is at least eight orders
of magnitude less than the other terms, its patterns in both levels indicate sources and sinks of relative
vorticity, which are more spatially expanded at 50 m agl, due to its proximity to the surface fire.
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Fig. 3.23: Horizontal cross sections of a) relative vorticity (s) and vorticity equation terms (s m™) of b) horizontal and c) vertical advection, d) convergence, e) tilting/twisting
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Fig. 3.24: As in Fig. 3.23, but at 200 m agl.
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3.4 Discussion

This chapter presented a sensitivity study on how the released energy from a surface fire is vertically
distributed via the e-folding depth concept into the lowest layers of the atmospheric domain, in WRF-
SFIRE modelling system. Through a number of highly idealized numerical experiments in LES mode, the
impact of different extinction depth values on a) the fire properties, b) near surface flow characteristics
and c) atmosphere-fire interactions is investigated.

In WRF-SFIRE, the online coupling between the fire and the atmosphere is established by inserting the
released heat fluxes from the fire to the lowest levels of the atmosphere, assuming an exponential
decrease with height. The height where the fluxes are equal to the 0.36 of their initial value is constant
in the code, but can be adjusted by the user. This concept originates from the Clark coupled
atmosphere-fire model (Clark et al., 1996a), along with its default value of 50 m, albeit the authors did
not provide any information upon its selection. Limited observational data (Coen et al., 2004) seem to
encourage this choice, but a highly idealized study (Kochanski et al., 2013a) implied that it should be
equal to the length of flames. Sun et al. (2006) pointed out the importance of a realistic extinction
depth and its dependence on several parameters such as the fire intensity, flame height, burning fuel
and the environment of the fire. They provided also an estimation by applying the Beer’s law formula.

Whether this approximation is appropriate for parametrizing the energy distribution vertically or
another formulation must be used, is something to be considered. The analysis showed that steady
state propagation rates or “blow-up” conditions can be modelled under identical initial conditions by
only changing a single constant. To its defence though, Cunningham et al. (2005) also included an
exponential decay with height of the fire heat sources (theirs Egs. 3.10 and 3.11), assuming a “scale
height” of 25 m, as their extinction depth parameter. However, in their results, Moisseeva and Stull
(2019) discussed potential limitations arising from the choice of heat extinction depth parameter
mostly based on the preliminary results of the current analysis that were presented in Kartsios et al.
(2017).

In addition, the horizontal and vertical discretization in atmospheric and fire model, respectively, and
its influence on e-folding depth, is another factor that must be considered and examined. Simpson et
al. (2014) investigated the impact of horizontal and vertical grid spacing to the formation of vorticity-
driven lateral fire spread (VLS) and found certain discrepancies to the upslope and lateral rates of
spread between high and coarser spatial resolutions, but they did not use different extinction depths
to my knowledge. The latter could be the next step of the current analysis, in order to evaluate more
thoroughly this interaction.

According to Skamarock (2004), the wavelength below which the simulated spectrum begins to decay
relative to the natural spectra is defined as the “effective resolution” of a simulation. The author
discussed how the energy at small-scale turbulence contains 10-100 times less energy than nature (his
Fig. 3) in a 10 km WRF simulation and how the model damping affects the model spectral. In addition,
he pointed out the dependence of the finest resolved scale motions on the formulation and tuning of
implicit and explicit model filters. Coen (2018) provided a comprehensive discussion about energy
dissipation during fire motions arising from buoyancy, stressing out the importance of model filters
adjustment, the utilization of less dissipative closure schemes or the configuration in a LES mode in fire
modelling.

In this study, the WRF-SFIRE modelling system was configured in LES mode and a 3™ order time
integration scheme was utilized, while horizontal and vertical diffusion in physical space was treated
by computing the eddy viscosities through a 1.5 order prognostic turbulence kinetic energy (TKE)
closure. Moreover, tuning of the subgrid-scale stress tensor was performed through the Nonlinear
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Backscatter and Anisotropy (NBA) filter (Mirocha et al., 2010), which is more appropriate when the
buoyancy is important in the prognostic turbulent kinetic energy equation. Thus, a question rises, if
the available 6" order spatial filter on coordinate surfaces (Knievel et al., 2007; Skamarock et al., 2008;
Xue, 2000) performs better in the explicitly treatment of the spatial diffusion or an alternative diffusion
scheme must be adopted in the WRF code.

Since WREF is a fully compressible model, the prognostic equation for density requires very small time
steps, thus increasing the computational cost, mainly because the acoustic waves are not filtered as in
the anelastic set of equations in the Clark (Clark et al., 1996a), CAWFE (Coen, 2013)and
MesoNH/ForeFire (Filippi et al., 2009) models. The basis of anelastic approximation is to speed up
artificially the sound waves to infinity phase speed, so that every point in the atmosphere feels the
impact of a perturbation simultaneously. Thus, the determination of the pressure is an implicit
problem since it can not be solved point-by-point (explicitly) but for all grid points simultaneously. The
latter practically means that pressure (actually its perturbation) is a diagnostic variable rather than a
prognostic one, while the exclusion of the sound waves permits larger time steps and faster
integrations times, but extreme temperature deviations truncate the most extreme vortices that might
be produced (Coen, 2018). Sun et al. (2006) provided a short presentation of the anelastic
approximation in the context of combustion-induced convection, as it was applied in the Clark model
following the approach of Ogura and Phillips (1962), while they pointed out the model’s inability to
simulate fire convection without losing some vorticity production. On the contrary, in WRF and at each
time step, mass continuity to machine error is not assumed, which potentially leads to numerical
instability and early termination of the simulation, as it happened in the four out of eight experiments
of the current study and apparently limited the analysis to a shorter time period. To the interested
reader, Coen, (2018), also presents some pros and cons between compressible and anelastic systems.

Although the spin-up period prior to ignition was in line with other LES studies regarding fire modelling,
it is believed that it was not enough in order to develop and equilibrate the boundary layer turbulence
with the external forcing. Near the surface, the fire ignited under a well-mixed boundary layer, albeit
near the west domain boundary, the flow was influenced strongly by the initial lateral conditions. Due
to vertical wind shear, this influence was advanced eastwards at higher altitudes. Additional testing
indicated that the spin-up time could be up to one hour since model initialization, albeit the impact of
initial conditions was diminished and the model created its own weather. In a recent study upon
buoyant rise and dispersion of smoke due to wildfires by Moisseeva and Stull (2019), a spin-up period
of total of 2 h 23 min is utilized in order to achieve a well-mixed and developed boundary layer. Even
though this was a very long spin-up time, it certainly added some extra validity to their results.

The Rothermel’s rate of spread (RoS) model was formulated under the assumption that slope and wind
effects are based on empirical fuel dependent coefficients, fitted to mid-flame height as the if the fire
was not there. This clearly sets some limitations to the online feedback between the fire and the
ambient atmospheric environment, as the feedback on the fire is from the wind that is influenced by
the fire (Mandel et al., 2011). Different RoS formulas, such in Meso-NH/ForeFire (Filippi et al., 2009)
or in CAWFE could potentially lead to a more realistic representation of the atmosphere-fire coupling
close to the surface. Other possible limitations that inherit errors could be the disturbance of the
assumed logarithmic profile due to strong heat fluxes and the horizontal wind interpolation method
followed in this study. In addition, the Monin-Obukhov similarity theory may not fully apply in fire
modelling, as the horizontal homogeneity is not satisfied (Mandel et al., 2011). Strong indicator of the
aforementioned is the calculated diagnostic T2 variable, in which strong cooling was observed in the
neighboring to the fire atmospheric grid cells.
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3.5 Summary and conclusions

Eight highly idealized simulations were performed in order to investigate how the e-folding depth of
the released sensible and latent heat fluxes from a surface fire into the lowest atmospheric
computational domain of the WRF-SFIRE modelling system are affecting the evolution of the modelled
fire. Since the vertical distribution of the fire’s energy is not resolved explicitly in the coupled model
but is parametrized by assuming an exponential decay with height, an assessment of the
aforementioned formulation is necessary. Thus, in the control (CNTRL) experiment, the default
extinction depth (zext) of 50 m was utilized, while in the rest seven sensitivity runs zex values equal to
5, 10, 15, 25, 75, 100 and 200 m were employed, respectively. Also, due to excessive local heating of
the atmosphere in the column above the fire, vertical violations of the CFL (Courant—Friedrichs—Lewy)
condition were encountered and the ext005m, ext010m, ext015m and ext025m sensitivities did not
reach the forecast horizon (2.5 hours).

The analysis revealed that the choice of the z.x: parameter not only affects the vertical distribution of
the fluxes but also the amount of the released energy from the surface fire. The higher the z.x value,
the higher the percentage of the released energy that resides on the first theta model level. For zex
equal to 5 m it was found that only ~31.4% of the heat fluxes from the surface fire was entering into
WRF (at 1% theta level), while for zex = 200 m, approximately 97% of the ground heat fluxes were
inserted into the 1% theta level. Moreover, the results indicate that the height of the sigma levels can
lead to further underestimation of the amount of the fire’s energy that enters into the WRF domain,
in the case where the ze« value is lower than the first theta (mass) level. Since in real simulations the
1%t theta level is usually much higher than in the experiments of this study, the latter must be taken
into consideration upon configuration of the fire model. In addition, a linear behavior regarding the
maximum injection height as a function of z.x parameter was found.

In the surface, the ext15m sensitivity run produced the fastest advancing fire fronts, as rates of spread
(ROS) equal to 5.97 m st were simulated only in this experiment. The average ROS was 1.54 m s, while
in the rest experiments, the corresponding values were not greater than 0.5 m s, The temporal
evolution of the predicted fire area was in line with the temporal ROS peaks and found different in
each experiment. Although in the ext200m run, the low ROS resulted to low fire area growth rates
during the first 20 min since ignition, this simulation produced the largest burnt area (18.0 ha). At the
end of the analyzed period (60 min since ignition), the ex015m model run presented the second largest
fire area (17.4 ha), while the CNTRL experiment predicted the smallest (14.2 ha).

The calculated burn probabilities revealed that under identical initial atmospheric conditions but
different e-folding depths discrepancies may occur in the resulted fire area, but the most profound
deviations were found beyond the analyzed period, at 120 min since fire flaming, by utilizing only the
available model results (CNTRL, ext075m, ext1l00m and ext200m). Consistent with Kochanski et al.
(2013c), probabilistic fire predictions may be required in order to evaluate the predicted fire behavior.

The so called “power of the fire” was also examined, revealing differences in the released energy from
the surface fire both in time and magnitude between experiments. The ext015m presented the highest
temporal heat output peak (~41,000 MW), which led to erratic fire behavior and “blow-up” conditions
at the end of the analyzed period. At the same time window, the maximum heat output in the ext005m
run was found equal to ~33,000 MW, causing CFL violations and early termination of the simulation.
In ext200m model run, heat release rates higher than 8,000 MW (max. ~13.100 MW) are produced in
the middle of the analysis, resulting to high fire area growth rates.

The coupled WRF-SFIRE model was able to reproduce certain flow characteristics from the literature
(Banta et al., 1992; Palmer, 1981; Potter, 2012b) such as the convergence region ahead of the fire front
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(Clark et al., 1996b, 1996a) and the descending rear inflow to the updraft’s base. The interactions
between the ambient environment and the surface plume resulted into the formation of two main
longitudinal horizontal vortices, which acted as inflow to the front of the half-upper part of the fire
plume or interacted mostly with the surface. A possible mechanism is the reorientation of the shear-
generated horizontal components of vorticity (wx, wy) in the ambient atmosphere due to the presence
of fire plume and the convergence that occurs in vertical, while the stability profile of the atmosphere
or even the presence of the inversion layer aloft could also have contributed to their formation.

The highest vertical velocities were simulated in the ext015m experiment (max. 34.3 m s?) as a
response to the high amount of released energy from the ground, but one should keep in mind the
relatively small frequency of the model outputs (every 5 minutes). Thus, higher values could be
encountered. The latter is in line with the IR video imagery analysis (Coen et al., 2004) during the
FROSTFIRE experiment, which indicated instantaneous upward velocities of 60 m s™. The strongest
downdrafts were also met in the ext015m sensitivity (max. 11.4 m s?), at ~43 m agl. Both maximums
(upward and downward velocities) were encountered during the blow up conditions, at 60 min since
ignition. In addition, the vertical distribution of upward velocities in almost all experiments (except in
ext025m) resembled that in Reid and Vines (1972), where higher velocities were presented around 2
km agl and were decreasing up to the plume top.

The direct volume rendering (DVR) of vertical wind component, at 60 min since ignition, showed that
due to weak vertical wind shear and the strong updraft speeds, the convective column was
characterized by a single column of ascending air and almost no tilting, mostly in experiments with zex
less than 50 m. The strongest downdraft cores were located at the inversion layer, which acted as an
upper limit to the strong convection. The absence of a single updraft column, multiple updraft cores
and blended regions of weak upward motions are some common features in the experiments with zex
>50m.

In general, an increase of the z.« parameter leads to weaker time-averaged potential temperature
anomalies both close to the ground and in the top of the convective plume. However, the temporal
peaks in theta anomalies do not follow any linearity and their occurrence varies both in time and space.
In all experiments, the absolute minimum potential temperature anomaly occurred at 1rt theta level
(~5.8 m), while the maximum theta anomaly is met at 1rst theta model level only in the CNTRL,
ext005m, ext010m, ext015 and ext025m experiments. For the ext075m, ext100m and ext200m
sensitivity runs, the maximum theta anomaly is located at 6™ (~71.5 m), 11" (~155.7 m) and 9*" (~119.5
m) mass level, respectively. Strong negative potential temperature anomalies were observed in
ext015m (max. 207.3 K) and less intense minima in the rest experiments, revealing the need for further
investigation and interpretation of this mechanism.

Time-mean plume-averaged properties were calculated in each sensitivity run and compared with the
CNTRL’s corresponding values, up to 2 km agl. Negative differences in plume vertical velocities were
calculated in ext075m, ext100m and ext200m up to ~ 1 km agl and positive aloft, while positive
differences were observed in ext005m, ext010m, ext015m and ext025m experiments up to 2 km agl.
In the layer between ~1200 m and ~1300 m agl, all experiments presented thinner plumes than in
CNTRL, which coincided with the regime of higher vertical velocities in this layer. The vertical profiles
of mass flux presented mostly negative discrepancies up to ~1200 m agl (except in ext200m sensitivity)
compare to CNTRL’s one and positive differences aloft. Close to the ground and specifically up to ~18
m agl, all simulations but two (ext100m and ext200m) produced higher water vapor plume excesses
than CNTRL, while discrepancies on plume temperature excesses occured up to ~600 m agl. Aloft the
differences became essentially zero against to CNTRL's vertical profile.
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The analysis performed on near surface dynamics at 30 min since ignition revealed discrepancies in
the patterns and the magnitude of vertical vorticity and divergence fields, in the shape of the fire
perimeter and the location of the fire head. Low e-folding depth values produced more organized and
intense counter-rotating vertical vorticity pairs and regions along the fire flanks and in front of the
active fire head, whilst in the sensitivities with zex greater than 50 m, this vorticity was less organized
and more transient.

The vorticity equation budget analysis showed that the solenoidal term, which generates vorticity, was
up to twelve orders of magnitude less than the other terms. During the “blow-up” conditions in
ext015m sensitivity run, the latter amplified its strength up to four orders, in line with the findings of
Clark et al. (1996b), where the vertical advection term presented the highest maximum among the
other terms. In CNTRL experiment and at 50 m agl, the horizontal advection of vertical vorticity
contributed the most to the increase of vorticity, while the tilting/twisting term was dominant at the
early stages of the fire, where the ambient shear-generated horizontal vorticity, w,, was oriented into
vertical due to buoyant gradients from the surface fire.
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Chapter 4

Numerical investigation of atmosphere-
fire interactions during extreme fire events
In Attica region

4.1 Introduction
Extreme fire events are usually associated with atmospheric conditions at different spatial and
temporal scales (Pereira et al., 2005) and are characterized by their duration (Amraoui et al., 2015),
severity and the socioeconomic impact on the aftermath. Weather and climate define the favorable
conditions in which these fire events may occur, affecting fuel properties such as fuel moisture and
fuel accumulation.

The Mediterranean basin had experienced some of the most devastated fires in the last two decades,
for example, the large fires of 2003 and 2005 in Portugal and on 2006 in Spain (Amraoui et al., 2013).
The summer of 2007 was the worst year on record for forest fires in Greece, where extremely hot and
dry weather conditions, combined with strong winds led to a disastrous upsurge of forest fires and
wildfires, evidence of a synergy of fuel and weather (Knorr et al., 2011; Koutsias et al., 2012).

Moreover, the severity of fire events related to climate or weather extremes (Founda and
Giannakopoulos, 2009; Tolika et al., 2009) from one hand and fuel accumulation and previous fire
history (Minnich, 2001) from the other, has been investigated (Keeley and Fotheringham, 2001;
Minnich, 2001). Under strong human pressure, the relationship between fire regimes and natural
vegetation may be altered, even the climatic conditions are not favorable for fire occurrence (Vazquez
et al., 2002). According to Moriondo et al. (2006), climate change will increase the fire risk over
Mediterranean countries due to the increase in the number and the length of seasons with fire risk but
most importantly because of the increase of extreme events.

A number of fire danger indices (presented in Chapter 1 of this manuscript), which combine
meteorological and fuel information into a single value, have formulated the severity of a potential
wildland fire or its suppression difficulty (Dowdy et al., 2009). Many of them are part of fire danger
rating systems around the globe, such as the Canadian Forest Fire Danger Rating System (CFFDRS; Van
Wagner, 1987) and the US National Fire Dander Rating System (NFDRS; Deeming et al., 1977). In the
Eastern Australia, the McArthur Forest Fire Danger Index (FFDI; McArthur, 1967) is used while in the
western parts, the Forest Fire Behavior Tables (FFBT; Sneeuwjagt and Peet, 1985) were established. In
the framework of the European Forest Fire Information System (EFFIS, http://effis.jrc.ec.europa.eu),
the EFFIS Danger Forecast module (San-Miguel-Ayanz et al., 2019) forecasts forest fire danger in
Europe, part of North Africa and the Middle East, on the basis of the Canadian Fire Weather Index
(FWI; Van Wagner, 1987; Van Wagner et al., 1985). Also, many European countries (mostly at south)
use their own fire danger rating systems. For example, in Greece, the General Secretariat of Civil
Protection produces daily fire risk thematic maps during the fire season (May-October), while the
Spanish National Forestry Service uses the Spanish forest fire index or the recently adopted FWI in its
system (Mestre et al., 2009). Dimitrakopoulos et al. (2011) provided a comprehensive presentation of
the most established fire danger rating systems worldwide.
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In the Mediterranean region, past rural areas have turned into secondary homes, enlarging the
wildland urban interface (WUI). The majority of fire events is reported also there, while about 80% of
the total burnt area in Europe concerns areas in this region. Among the natural, social and economic
impacts, human casualties (civilians and firefighting crews) are the worst outcome in a fire event.
During the period 1982-2007, the number of victims in Portugal and Spain was 110 and 186,
respectively (Viegas, 2009), while in Greece 78 civilian lost their lives in the tragic events of the summer
of 2007 (177 in total during 1980-2007). However, on 23" of July 2018, the Greek nation faced another
tragedy, where 103 civilians entrapped and lost their lives (directly or on the aftermath) due to
extreme weather conditions, which led to aggressive fire behavior.

Although the impact of topography into atmospheric flow and fire behavior have been described
(Butler et al., 1998; Conedera et al., 1998; Haines and Lyon, 1990; Millan et al., 1998; Miller and
Schlegel, 2006; Rothermel, 1993; Sharples, 2009; Sharples et al., 2012; Simpson et al., 2013, 2014,
2016), the role that mountain meteorological phenomena play on overall fire behavior is still an active
field of research. In general, fire-propagation modelling assumes that a fire spreads at quasi-steady
fire spread (Thomas et al., 2017), under a certain set of environmental conditions. Dynamic or extreme
fire behavior can occur due to spatial and temporal variations in meteorological conditions and
variations in fuel spatial distributions. As a result, the safety of the fire fighting forces and civilians may
be compromised unexpectedly. In a complex terrain and under low wind speeds (McCutchan and Fox,
1986), the uneven surface heating due to slope and aspect variations can affect the local weather
conditions and fire behavior. Sharples (2009) provided a brief description of the key mountain
meteorological phenomena that affect fire behavior (bushfires) such as, dynamic channeling, foehn
winds, low-level jets and mountain waves.

Durran (1990) presented the fundamentals of the atmospheric motions occurring in a gravity wave
forced by mountains (mountain wave), and introduces downslope windstorms along the lee slope.
Helmis et al. (2000) analyzed the results of an experimental study of downslope winds at Hymettus
Mountain at Attica region, Greece and compared the observations with the Hydraulic-Like Theory
(Long, 1955, 1953). Also, Koletsis et al. (2009) through numerical simulations showed that certain
conditions such as the presence of a cross-barrier flow, a stable layer above mountain top and a critical
level affected the wind speeds on the lee side during a wind event at northwest Greece. In literature,
both observational and numerical studies (Clark and Peltier, 1984; Doyle and Durran, 2004; Doyle and
Jiang, 2006; Durran and Klemp, 1987; Fudeyasu et al., 2008; Klemp and Lilly, 1975; Peltier and Clark,
1979; Sun, 2013) have been applied in order to investigate the flow structure of severe downslope
winds associated with mountain waves. However, the linkage between mountain waves and fire
behavior has been addressed to a smaller degree (Nauslar et al., 2018; Sharples et al., 2010; Simpson
et al., 2013) and this was one of the motivations for this study.

The first aim of this chapter is to present the two fire events that took place on 23" of July 2018 at
Attica region in Greece and to analyze the prevailing weather conditions in the wider area. The
synoptic/mesoscale analysis revealed the presence of mountain waves. Thus, the second aim is to
investigate the interaction between the complex terrain and atmospheric flow, and how the latter
affected the overall fire behavior.

In section 4.2, the two fire events are presented, while in section 4.3 the analysis and observational
data, the numerical model and the methodology employed are described. Section 4.4 presents the
synoptic analysis and the weather conditions according to the available surface observations. In
section 4.5, the existence of mountain waves in the airflow is discussed, while in section 4.6 the results
of the numerical experiments are presented. Finally, section 4.7 discusses and section 4.8 summarizes
and concludes the findings of this study.
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4.2'Description.of the events

On 23™ of July 2018 two wildfires broke out at Attica region (Central Greece), under strong westerly -
northwesterly flow, high temperatures and low values of relative humidity. According to the National
Observatory of Athens (NOA), wind gusts exceeded 27 m s? at several sites of Attica that day, while
the Automated Weather Station (AWS) in Penteli Mt. (close to the fire event) recorded gusts reaching
25 m s-1 between 1230 and 1430 UTC (Lagouvardos et al., 2019). At approximately 09:03 UTC (12:03
LT), a wildfire was reported in Gerania Mts., at “Aeras” location, north west of Kineta settlement
(KINETA fire from now on), at regional unit of West Attica. The wider area is part of the European
Network of Protected Areas — Natura 2000 (http://ec.europa.eu/environment/nature/natura2000/
data/index_en.htm). According to the records of the Hellenic Fire Service, ground and air fire fighting
forces were mobilized immediately (47 vehicles, 150 fire fighters, 4 Canadair aircrafts, 7 helicopters).
The settlements of Galini, Maroula and Panorama were evacuated, while the fire was active until the
late hours of the 25" of July 2018, totally burning two settlements (Panorama I-Il and Galini), while
Kineta settlement was partially burnt.

Nearly 4.5 hours later, at 13:49 UTC (16:49 LT), a fire-spot was reported at Kallitehnoupolis settlement
(Ntaou) on Penteli Mt. (Municipality of Rafina), at East Attica regional unit (MATI fire onwards).
Unofficial reports (e.g. video footage) presented that the fire ignition time was 8 minutes prior to the
officially reported time (13:49 UTC), while at the first hours of the event, the Hellenic Fire Service was
declaring 13:57 UTC as ignition time. The fire-fighting operation initially consisted of 60 fire fighters,
39 vehicles, 2 ground forces teams, 3 Canadair aircrafts and 1 helicopter, but quickly became evident
that the air forces were unable to operate due to the strong wind field. Under such extreme windy
conditions, the fire spread fast towards east through Kallitehnoupolis, Neos Voutzas, and Rafina
settlements, where it finally stopped at the coastal area of Mati in less than 2 hours. In addition, the
fuel type (mostly Mediterranean pine species such as Pinus halepensis) and fuel loading of the area,
assisted the intensification of the event. Dimitrakopoulos and Panov (2001) quantified the chemical
and physical properties of several dominant species in the eastern Mediterranean Basin. They found
that Pinus halepensis presents high mean values of surface area-to-volume ratio (leaves, 62.49 cm™)
and relatively low mean particle density (leaves, 0.29 g/m?3), thus high heat and moisture exchange
rates (Brown, 1970) and lower thermal conductivity, meaning faster ignition times (Anderson, 1970),
respectively. The aforementioned, in conjunction with the special morphology of the area (wild-urban
interface) and the narrow streets resulted to minimal response times by the inhabitants and the local
authorities. The tragic aftermath was 103 loss of lives (the majority of them were entrapped by the
fire), the settlements of Neos Voutzas, Rafina, Mati and Kokkino Limanaki burnt with over 1500
structures and vehicles burnt or damaged, while parts of electricity, water supply and
telecommunication networks greatly affected. According to the Hellenic Fire Service, the fire was
totally suppressed the next day (24™ of July 2018). During the events of the 23™ of July 2018, Hellenic
authorities requested assistance through the European Community Civil Protection Mechanism.

4.3 Data and numerical modelling system

For the purposes of this study, available surface observations, satellite imagery, data from the
Copernicus Emergency Management Service - Mapping, global model analyses and regional model
simulations were utilized. Also, time series of available surface observations at Attica region (Fig. 4.1b)
were obtained from the Hellenic National Meteorological Service (HNMS). The record data consist of
2m air temperature (°C) and relative humidity (%), wind speed (m s?) and direction (degrees), wind
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gust speed at last 10 min and 3 hrs (m s) and daily precipitation (mm) and span from 22"¢(00Z) to 24"
(12Z) of July 2018 at 30 min intervals. In addition, panchromatic visible (0.4 to 1.1 um) Meteosat SEVIRI
images (0°E) from the NERC Satellite Receiving Station at Dundee University were examined, in order
to distinguish key features of the synoptic flow and cloud formations. Also, burnt areas, in shape file
format (.shp), were extracted from the Copernicus EMS (Emergency Management Service) — Mapping
platform (event EMSR300, https://emergency.copernicus.eu/mapping/list-of-components/EMSR300)
, While Sentinel-2A L1C images (True and False color) were used as additional information (only for the
KINETA event). Moreover, the MODIS (Moderate Resolution Imaging Spectroradiometer) Fire and
Thermal Anomalies product acquired from the Terra (MOD14) and Aqua (MYD14) satellites (Giglio et
al., 2003) with spatial resolution of 1 km and the 375 m |-band data from the Visible Infrared Imaging
Radiometer Suite (VIIRS) on Suomi NPP satellite (Schroeder et al., 2014) were retrieved for
interpretation and validation purposes.

Synoptic analysis was carried out by employing the operational gridded analyses of European Centre
of Medium Range Weather Forecasts (ECMWF) at pressure levels up to 10 hPa, with 0.1° x 0.1°
(latitude-longitude) grid spacing. At this grid resolution, synoptic and sub-synoptic scale features of
the flow are resolved properly but certain flow characteristics (e.g. mountain waves) with wavelengths
smaller than ~9 km are not captured.

The numerical modelling system WRF-SFIRE (Mandel et al., 2011, 2014) was adopted in order to
simulate the two fire events under high fire weather severity. In Chapter 2, section 2.4 a brief
introduction to the system is provided. The version 3.4.1 of the WRF-ARW model (Wang et al., 2012)
was utilized as the available release in the WRF-SFIRE distribution. WRF-SFIRE has been positively
evaluated and implemented both in real and idealized cases (Dobrinkova et al., 2011; Farguell et al.,
2017; Jordanov et al., 2012; Kartsios et al., 2017, 2014b, 2014a, Kochanski et al., 2013a, 2013b, 2013c;
Kochanski et al., 2016; Peace et al., 2011; San Jose et al., 2015; Simpson et al., 2013, 2014).

The domain setup (Fig. 4.1a) consisted of three, 2-way telescoping nests, which covered parts of
Southeast Italy, South Balkans, Greece and West Turkey (d01, 308 x 239 x 39 grid points), Central
Greece and Peloponnese (d02, 259 x 193 x 39 grid points) and Attica region (d03, 283 x 205 x 39 grid
points), of horizontal grid sizes 5 km, 1.67 km and 0.55 km, respectively. In vertical, 39 sigma levels, up
to 50 hPa were manually defined, with increased resolution in the boundary layer. The first theta level
(where variables like temperature and humidity are calculated) located at approximately 10 m above
terrain height. The fire module was activated in the innermost domain (d03), where the surface fire
mesh had a refinement ratio 1:20, which corresponds to ~27.77 m horizontal fire-grid cell size. Initial
and boundary conditions for the outer domain were extracted from the ECMWF operational analyses
(0.1°x 0.1° lat.-long.), at 6-hourly intervals. Model initialization was placed at 00Z on 23 of July 2018,
almost 9 hours prior to the fire ignition at Gerania Mts. (KINETA event), while the simulation time
window was 36 hours. Model output was available every 5 minutes, at hourly intervals and every 3
hours for the finer (d03), intermediate (d02) and the coarser (d01) domain, respectively. The first 6
simulated hours were considered as model “spin-up” and were not included into the analysis. The spin-
up time is of paramount importance in order the model to derive a valid physical state (Ulmer and
Balss, 2016) and it has been considered in several numerical modelling studies (e.g. Koletsis et al.,
2016; Matsangouras et al., 2016; Pytharoulis, 2018; Pytharoulis et al., 2018, 2016; Weiss et al., 2008;
Yair et al., 2010).
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Fig. 4.1. a) Domain configuration with topography (shaded) and b) innermost domain (d03) extent, NFFL fuel spatial distribution (shaded), locations of HNMS surface stations

(red dots) along with their corresponding WMO code and fire ignition points (red triangles) at KINETA and MATI events. The dashed lines indicate the locations of the
cross-sections in Section’s 4.6 figures (Figs. 4.12, 4.13, 4.13).
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The wind field from the atmospheric model has been inserted to the spread rate formula by first
vertically interpolated to common height (6.096 m), using the roughness length values from land use
and then multiplied by prescribed wind reduction factors (Baughman and Albini, 1980; Mandel et al.,
2011). Although a number of options, which control the process of the wind digestion to the fire model,
are available, the aforementioned choice was based on its simplicity and computational efficiency.
Additional information on the different methods of wind digestion from WRF to SFIRE model can be
found on Chapter 2 of this manuscript. The heat fluxes from the fire assumed to exponentially decrease
with height through the heat extinction depth formulation. As the 1° theta model level was placed at
approximately 10 m agl, the default value of 50 m was used as e-folding depth. The role of the latter
to the fire behavior was addressed in the previous chapter (Chapter 3) of this manuscript. Also, the
fuel-moisture model (Mandel et al., 2014) was activated, allowing proper responses between fuel
moisture and atmospheric conditions, while fire emissions were available as passive tracers (smoke).

Land use representation was based on CORINE Land Cover (CLC) 2006 data (100 m x 100 m) mapped
and interpolated to the 1km-resolution IGBP-MODIS vegetation classification. Moreover, a soil texture
map for Europe at 1 km based on the HWSD (Harmonized World Soil Database) v1.2 was inserted to
the model as additional information (Josipa et al., 2014). The SFIRE demands very fine spatial
resolution topographical and fuel data, in order to represent accurately the sub-grid variability in
topography and fuel composition. Thus, the Shuttle Radar Topography Mission data (SRTM v3, 30 m x
30 m, 1 arc-sec, Farr et al., 2007; NASA JPL, 2013) were retrieved, properly converted and digested into
the innermost domain (d03) and the fire model. The horizontal resolution of the SRTM dataset is
approximately equal to the fire-grid discretization, ensuring properly calculated slope gradients
(Mandel et al., 2011). Description of the available fuels at Attica region (d03) was achieved by
reclassifying CORINE 2012 raster data (v18, 100 m x 100 m) into fuel models according to the Northern
Forest Fire Laboratory (NFFL) classification (Anderson, 1982) and resampling them (nearest neighbor)
into 30 m x 30 m spatial resolution (Fig. 4.1b). Lacking any finer resolution fuel dataset, publicly
available for Greece and already converted into NFFL fuel models as well, the conversion matrix (Table
4.1) was based on literature regarding Mediterranean ecosystems (Benali et al., 2016; Duguy et al.,
2007; Jordanov et al., 2012; Kalabokidis et al., 2012; Sa et al., 2017; Sebastian Lopez et al., 2002). Each
NFFL fuel category (13 in total) is associated with specific fuel properties, such as fuel density, depth
and mass, surface to volume ratio, mineral content and moisture of extinction, which are provided
externally to the fire module. Although these fuel properties were based on field work in the United
States, no any adjustments were considered. In addition, in the area of the devastating fire at
Kallitehnoupolis, the originally assigned NFFL fuel type 2 (Timber) was replaced by the NFFL fuel type
6 (Dormant brush), in order to represent in a more accurate way the actual fuel conditions.

The parameterization of microphysical processes was carried out by the Eta-Ferrier scheme (ETA;
Rogers et al., 2001). The RRTMG scheme (lacono et al., 2008) was used, at 5 minutes intervals, for the
shortwave and longwave radiation, with the slope effects option active in order to modify the surface
solar radiation flux according to terrain slope. Boundary layer processes were represented by the
Mellor-Yamada-Janjic scheme (MYJ; Janji¢, 2002, 1994), surface layer by the Eta similarity scheme
(Monin and Obukhov, 1954; Janji¢, 2002, 1996, 1994), based on Monin-Obukhov with Zilitinkevich
thermal roughness length, while the soil properties and land-atmosphere interactions were described
by the Unified Noah Land Surface Model (NOAH; Chen and Dudhia, 2001; Tewari et al., 2004). The
Betts—Miller—Janjic scheme (BMJ; Janji¢, 2002, 1994) was responsible for the parameterization of sub-
grid convection. The convection scheme was activated only in the outer nest (d01), following other
numerical studies in the wider Mediterranean region (Karacostas et al., 2018; Kotroni and
Lagouvardos, 2004; Lagouvardos et al., 2013; Pytharoulis et al., 2016; Sindosi et al., 2012). The model
physics configuration was consistent in all three domains, while it has been used during the operational
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period (2013-2015) of Wave4Us (Wave climate and coastal circulation Forecasts for public Use;
http://wavedus.web.auth.gr) project. Although the domain configuration was different in the
operational model, this physics suite has been verified and found to be in good agreement with the
observations (Pytharoulis et al., 2015; Krestenitis et al., 2017)

The NCAR Command Language (v.6.4.0) and its special routines were used for the analysis of the
numerical experiments and the production of the graphics in this study, while the GNU Fortran
Compiler was also utilized in various source codes. The numerical experiments performed in the
National HPC facility — ARIS, by computational time granted from the Greek Research & Technology
Network (GRNET), under project ID-PR005025 _thin.

Table 4.1. Conversion matrix of CLC 2012 land uses to NFFL fuel models (Anderson, 1982).

GRID_CODE CLC_CODE CLC_Description

NFFL NFFL_Description

1 111 Continuous urban fabric 14 No fuel

2 112 Discontinuous urban fabric 14 No fuel

3 121 Industrial or commercial units 14 No fuel

4 122 Road and rail networks and associated land 14 No fuel

5 123 Port areas 14 No fuel

6 124 Airports 14 No fuel

7 131 Mineral extraction sites 14 No fuel

8 132 Dump sites 14 No fuel

9 133 Construction sites 14 No fuel

10 141 Green urban areas 2 Ulif el s Gl
understory)

11 142 Sport and leisure facilities 1 Short grasses (30 cm)

12 211 Non-irrigated arable land 1 Short grasses (30 cm)

13 212 Permanently irrigated land 1 Short grasses (30 cm)

14 213 Rice fields 14 No fuel

15 221 Vineyards 5 Brush (61 cm)

16 222 Fruit trees and berry plantations 2 Timber (grass and
understory)

17 223 Olive groves 8 Closed timber litter

18 231 Pastures 1 Short grasses (30 cm)

19 241 Annual crops associated with permanent 3 Tall grass (76 cm)

crops
20 242 Complex cultivation patterns 1 Short grasses (30 cm)
21 243 La'nd .prih'cipally occupied by agricult'ure, 7 Senilharn e
with significant areas of natural vegetation

22 244 Agro-forestry areas 2 Ui et s Gl
understory)

23 311 Broad-leaved forest 9 Hardwood litter

24 312 Coniferous forest 10  Nimber  (litter  and
understory)

25 313 Mixed forest 8 Closed timber litter

26 321 Natural grasslands 1 Short grasses (30 cm)

27 322 Moors and heathland 6 JEMRETERER, (ErEod
slash

28 323 Sclerophyllous vegetation 4 Chaparral (183 cm)

29 324 Transitional woodland-shrub 7 Southern rough

30 331 Beaches, dunes, sands 1 Short grasses (30 cm)

31 332 Bare rocks 14 No fuel
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Timber (grass and

32 333 Sparsely vegetated areas 2 s

33 334 Burnt areas 8 Closed timber litter
34 335 Glaciers and perpetual snow 14 No fuel

35 411 Inland marshes 1 Short grasses (30 cm)
36 412 Peat bogs 5 Brush (61 cm)

37 421 Salt marshes 14 No fuel

38 422 Salines 14 No fuel

39 423 Intertidal flats 14 No fuel

40 511 Water courses 14 No fuel

41 512 Water bodies 14 No fuel

42 521 Coastal lagoons 14 No fuel

43 522 Estuaries 14 No fuel

44 523 Sea and ocean 14 No fuel

4.4 Synoptic Analysis and Observational Data

The prevailed synoptic conditions, which greatly influenced the behavior and evolution of the two
extreme fire events in the Attica region on 23™ of July 2018, are presented below along with the
available surface observations.

According to the ECMWF operational analyses on 23/07 00Z, at 500 hPa, a low upper air system was
dominating north and east of Greek region, while a southwest-northeast oriented short wave trough
was developed west of North Italy, over Sardinia. Moreover, a high upper air system was located over
Atlas Mountains in North Africa, at 500 hPa, with its eastern flank elongating southwest of Greece. As
a result, a west-northwest flow was prevailing over the area of interest (Fig. 4.2a). This synoptic pattern
was coherent in vertical, resembling the zonal flow circulation type, according to Karacostas et al.
(1992) and Karacostas (2003) synoptic classification. Also, the position of the subtropical jet stream
coincided with the mid-tropospheric baroclinic zone, where wind speeds of above 55 m s were
presented into its core (Fig. 4.2a). The area of interest was located at the right flank of the jet stream
exit, which is associated with subsidence. In the following hours, the short wave trough moved
eastwards and merged with the low upper air system resulting in a closed long wave trough with no
significant deepening on the isoheights, while the position of the upper air ridge remained almost
unchanged (Fig. 4.2b, c, d). In addition, the 500 hPa geostrophic wind (Holton and Hakim, 2012) on
23/07 at 12Z was calculated over Greece and found equal to approximately 20.5 m s%.

Examination of potential temperature field at 850 hPa (Fig. 4.3a) reveals an eastwards cold air
advection (CAA) over the Greek area (23/07, 12Z), which produced isentropic downglide and sinking
as it will be described later. The west-northwest flow is also evident, while the wind speed at that level
was above 20 m s over the central and southern Greece. The Met Office surface analysis chart at 127
on 23/07 depicts an upper troposphere cold front, moving southeastwards (Fig. 4.3c), which dissipated
after a few hours and influenced the area of interest (Attica region). In addition, on 23/07 at 12Z, a
relative weak south —east mean sea-level pressure (MSLP) gradient (Fig. 4.3b,c) is presented, while the
calculated geostrophic wind (over Greece) of approximately 8 m s is comparable with the wind speed
field extracted from the ECMWF analyses (Fig. 4.3d). Also, the 2m air temperature gradient between
western and eastern Greece is noticeable (23/07, 12Z), where the temperature lied above 36 °C over
the eastern parts (Fig. 4.3b) and the 2m relative humidity dropped below 20% (not shown) according
to analyses.
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Fig. 4.2. Horizontal sections of geopotential height (gpm, blue contours) and temperature (°C, red contours) at 500hPa and wind speed (m s, shaded contours) at 250hPa on
23th July 2018 at a) 00Z, b) 06Z, c) 12Z and d) 18Z, according to operational ECMWEF analyses. Red box covers the area of interest (Attica region).
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Fig. 4.4 depicts half-hourly values of 2m air temperature (°C) and calculated dew-point temperature
(°C), wind speed'(m s), wind direction (degrees) and wind gusts (m s?*) from 23/07 00Z to 24/07 00Z
at selected locations (Fig.1b) in Attica region (Elefsina, 16718; Ellhniko airport, 16716; Tatoi, 16715;
Rafina, 16793). It is evident that windy conditions persisted from 07Z until 22Z, where the maximum
wind speed (gust) record at Elefsina was 16.6 (23.6) m s, 8.4 (15.3) m s at Ellhniko, 9.3 (15.9) m s
at Tatoi and 11.8 (25.2) m s at Rafina station. For the same period, Elefsina, Ellhniko and Tatoi
experienced lower maximum temperatures (37.4 °C, 34.8 °C, 36.0 °C, respectively) than Rafina (39 °C).
Also, the maximum temperature at Ellhniko was 3°C higher than the climatological mean for July (31.8
°C), while at Tatoi, the difference was 3.9 °C (max. 32.1 °C) according to HNMS. Moreover, at Rafina
station, a rapid increase on temperature values is observed between 09Z and 11Z with simultaneously
decrease in relative humidity below 15%, resulting in increased potentiality for extreme fire behavior
(Sharples, 2009; Sharples et al., 2010). At the same time, a nearly 180° change in wind direction is
evident and was not related with the passage of the upper cold front that was depicted on Fig. 4.3c.
According to analyses, the cold front influenced the area of interest a few hours later (between 127
and 187). The increased wind speed and gust records along with the approximately westerly flow were
observed at all available HNMS stations, due to the previously presented synoptic forcing. In Appendix
Il (Fig. C.1), time series of the recorded wind gusts from all available stations are provided.

In Fig. 4.5, time series of the calculated Fosberg Fire Weather Index (FFWI) (Fosberg, 1983) are
presented for the available HNMS stations from 23/07 00Z to 24/07 00Z. The FFWI was calculated
according to Eq. 1.11 by utilizing the equilibrium moisture content given by Eq. 1.13. According to Fig.
4.5, medium to high fire weather severity was presented nearly at all HNMS stations, while at Elefsina
and Kotroni sites, the FFWI escalated rapidly to very high values, at specific time windows since 127
(max. 74.15 and 74.13, respectively). At Megara, which is the closest available observational HNMS
station to KINETA event, fire risk was estimated as high from 13Z and afterwards (max. 52.4).
Moreover, variations in FFWI level are observed at Rafina until 12:30 UTC, while at the time of the fire
ignition at Kallitehnopoulis settlement, the fire risk was high (max. 57.1).

FFWI presents stronger dependency on wind speed and relative humidity rather than temperature
(Roads et al., 1991). Under windy, dry and relative warm conditions, higher FFW!I values are expected.
The latter could explain why at Rafina, lowest values of FFWI were presented despite the higher
observed temperatures in comparison to other sites, such as Elefsina and Kotroni.
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Fig. 4.3. a) ECMWEF analysis of geopotential height (gpm, contours), potential temperature (K, shaded contours), wind speed and direction (knots, windbards) at 850 hPa, b)
mean sea-level pressure (hPa, contours) and 2m air temperature (°C, shaded contours), c) Met Office surface analysis chart of mean sea-level pressure (hPa) and position
of fronts and d) 10m wind speed (m s, shaded contours) and direction (°, arrows), on 23/07/2018 at 12Z.
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Fig. 4.4. Air temperature (red line) and dew point temperature (blue dashed line) at 2m (°C), 10 m wind speed

(black dashed line) and wind gusts (green asterisks) of the previous 10 minutes (m s) and wind direction

(arrows, degrees) at a) Elefsina(16718), b) Ellhniko (16716), c) Tatoi (16715) and d) Rafina (16793) HNMS
stations, on 23" of July 2018. Blue and red vertical dashed lines indicate the ignition time at KINETA and MATI

fire events, respectively.
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Fosberg Fire Weather Index HNMS Surface Observations
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Fig. 4.5. Calculated Fosberg Fire Weather Index (FFWI) according to surface observations at available HNMS
stations in the Attica region, from 23/07 00Z until 24/07 00Z. See Table 1.6 for details on classification values.

4.5 Airflow modification and mountain waves

The surface ECMWF analyses represent the magnitude of wind speed, temperature and relative
humidity variations to some degree upon the area of interest but fail to capture the embedded
variability mostly due to relativly coarse temporal and spatial resolution. In fact, the moderate
background westerly flow led to local airflow modification (Barry, 1992; Whiteman, 2000) due to the
presence of topographic barriers. Under certain conditions, the presence of mountain waves over the
wider area of Attica resulted to the development of strong katabatic winds at the lee side of any barrier
perpendicularly oriented to the flow in the region (Helmis et al., 2000).

In literature, mountain waves are recognized either as vertically propagating or trapped lee waves
(Barry, 1992; Gill, 1982; Whiteman, 2000). The Scorer parameter (Scorer, 1949) is a stability factor that
can determine the type of the wave and in a case of trapped lee waves what wavelengths will be
trapped. It is defined as (Barry, 1992; Beer, 1974; Scorer and Klieforth, 1959):
p N _10% (4.1)
U? Uadz?

where N(z) is the Brunt-Vaisala frequency and U(z) is the vertical profile of the horizontal wind speed,
perpendicular to the barrier. If 1> (m) is nearly constant with height, vertically propagating waves are
expected, while if 1> presents a rapid decrease with height, conditions are favorable for the formation
of trapped lee waves (Sharples, 2009). The second term on the right-hand declaring the effects due to
large shear of the vertical wind profile, usually is omitted, since Scorer (1949) assumes an undisturbed
flow upstream of a mountain chain. Sawyer (1960) calculated streamlines showing wave development
as a function of 13(z), which presented general agreement with the available observations. Also, if [,
is calculated for a lower layer of thickness H and lﬁp is for the upper layer, then the condition,
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— 4.2
VT (4.2)
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determines if waves are formed.

Formation of mountain waves premises that a flow is capable of overcoming the barrier. Froude
number (Smolarkiewicz and Rotunno, 1989; Stull, 1994), defined as:

U

Fr=—
"= Nh

(4.3)

where U is the normal wind component to the barrier, h is the height of the mountain and N the Brunt-
Viisala frequency, provides information whether the flow will be blocked (Fr << 1), will flow over the
barrier without significant oscillations (Fr >> 1), or there is a chance for orographic waves (Fr = 1).

Fig. 4.6a depicts longitude — pressure section of potential temperature (K) and u-wind component (m
s1) at 38°N on 23/07 at 06Z, prior to the KINETA fire ignition. Locations of the KINETA and MATI fire
events leeward of Gerania Mts. and Penteli Mt. are marked with black and red short lines, respectively.
The fast isentropic lifting windward and descent downwind of Gerania Mts. (black line mark), along
with the upwind deceleration of the flow and the rapid increase of the u-wind speed at the lee side
(downwind jump), declares the presence of induced orographic waves (Fudeyasu et al., 2008). As a
result, warm air advection from lower to higher layers is occurring while at the same time dry and cold
air descents lower. Due to lifting of moist layers (Theta-E), clouds are expected, which is in agreement
with the observed cloud formations from the satellite images (Fig. 4.8).

From 22°E to 24°E, the theta contours are nearly vertical at specific regions near the surface implying
near-adiabatic conditions and almost neutral static stability (Bluestein, 1992; Young, 2003), which
ranges from 0.02 to 0.06 K hPa™® (Fig. 4.6b). Moreover, two regions of increased stability (Fig. 4.6b) are
observed west of 22°E (black line). A wide area from 18°E to 22°E, with maximum values at 900 hPa
and aloft of Gerania Mts. at the same isobaric level (0.13 K hPa), implying faster oscillations (e.g.
larger Brunt-Vaisala frequencies), maximum displacements of the air parcels and fast horizontal wave
speeds (Young, 2003). The former area covers the northern part of Peloponnese, where complex
terrain is present across the section. Downwind of the Penteli Mt. (red line mark) and eastwards, the
lower troposphere is also subjected to vertical displacements, however to a lesser degree, mostly due
to the presence of the southern part of Euboea. In addition, calculated wavelengths (A), 2rt/I(z), of the
potential formed waves are presented in Fig. 4.6b, where between Gerania Mts. and Penteli Mt.,
wavelength values below 2km are shown.

By applying the threshold criterion of Eq. 4.5 on 23/07 at 06Z, formation of waves was possible at the
lower troposphere as it is depicted in Fig. 4.7a. In addition, examination of Scorer’s parameter, 1(z),
with height (Fig. 4.7b) revealed a strong decrease with height above certain longitudes (specifically in
the region where the isentropic lifting occurs west of Gerania Mts.). The latter, in conjunction with the
vertical decrease in static stability (Fig. 4.7c) and the sharp increase of wind speed, favored the
development of trapped lee waves (Barry, 1992; Sharples 2009). Although the aforementioned is valid
for the majority of the longitudes across the section, there are regions such as aloft Gerania Mts. or
from 21°E and westwards where 1(z) presents near or moderate decrease with height and increased
stability. Hence, the presence of vertically propagated waves cannot be excluded. In fact, the
backwards tilting with height (Fig. 4.6a) of the isotachs at the location of Gerania Mts. (black line mark),
resembles the pattern of vertically propagating waves (Durran, 1986; Houze, Robert A., 1993; Young,
2003).
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In addition, the formation of waves is supported by the values of Froude number (Fig. 4.7c, contours),
which are below but close to unity up to 850 hPa. For the calculation of Froude number by Eq. 4.6, h
~ was considered equal to 1300 m-as the maximum height of Gerania Mts. The vertical tilting of the 0.5
contour line between Gerania Mts. and Penteli Mt., is also worth noticing, since the formulation of the
Froude number is a function of wind speed across the mountain. Richardson number, Ri, (Fig. 4.7c,
shaded contours) lies between 0.3 to 1, along the solid contour line (value equal to unity) of Froude’s
number and in a limited area around Gerania Mts., closed to the surface. This implies that possibly the
flow was dynamically unstable and turbulent at these regions, although Richardson number never gets
values below critical (Ric = 0.25). However, in the following hours Ri was smaller than 0.25 close to the
surface and in the area of interest (Gerania Mts — Penteli Mts) with the Froude number equals to unity
at the same time.
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Fig. 4.6. Longitude — pressure section of a) potential temperature (K, shaded contours) and u-wind component (m
s, contours) and b) static stability (K hPa, shaded contours) and wavelengths (km, contours), at 38°N on
23/07 at 06Z (ECMWEF operational analyses). Black and red line marks indicate the locations of Gerania Mts.
and Penteli Mt., respectively.

Moreover, examination of satellite images (MeteoSat SEVIRI 0°E), at hourly basis from 06Z to 17Z on
23" of July 2018, revealed areas with distinctive cloud formations which were related with the
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presence of trapped lee waves west of Greece and also above west and north Peloponnese (Fig. 4.8a).
However, as the upper cold front moved southeastwards and affected the wider area of Central
Greece, rotor clouds begun to develop over Attica region, associated with turbulence and strong,
localized and transient surface winds (Doyle and Durran, 2004; Sharples, 2009). This could also explain
the observed wind gusts at the HNMS stations (Fig. 4.4). The lifting of the flow due to the presence of
the Pindus mountain range resulted to condensation and cloud formation to its west (Fig. 4.8b), while
bands of free cloud areas are observed downwind and possibly are related with the descending parts
of the formed waves.
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Fig. 4.7. Longitude — pressure section of a) condition threshold for wave formation, b) Scorer’s parameter (km™)
and c) Richardson (shaded contours) and Froude (contours) numbers, at 38°N on 23/07 at 06Z (ECMWF
analyses). Black and red line marks indicate the locations of Gerania Mts. and Penteli Mt., respectively.
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Lacking any upper air observations (sounding) in the wider area on 23™ of July 2008, vertical profiles
of temperature, dew point and wind speed and direction were extracted from the WRF-DO3 initial
conditions (interpolated ECMWF analyses) at a location (37.9510N, 23.148°E) downwind of Gerania
Mts. at 06Z. The analysis (Fig. C.2, Appendix Ill) revealed the presence of a very shallow inversion closed
to the surface, nearly neutral conditions up to 900 hPa and stable layers aloft. Absence of any inversion
at higher levels, the mechanism proposed by (Klemp and Lilly, 1975) which associates downslope
windstorms with partial reflection or breaking of a vertical propagating mountain wave cannot be
supported. In addition, ECMWF analyses data did not show any significant vertically change in wind
direction above the mountain chains of Peloponnese and Attica region, and consequently the presence
of, either a mean-state critical layer, in which there is a totally reverse of the flow (Doyle and Jiang,
2006), or a self-induced critical layer, where wave-overturning occurs in a region of locally reversed
flow (Clark and Farley, 1984; Clark and Peltier, 1984, 1977). If such critical layers exist, then the wave
energy may be reflected under certain conditions back to the surface, resulting in strong downslope
winds (Durran, 1990; Durran and Klemp, 1987; Smith, 1985; Weisman and Klemp, 1986).

Fig. 4.8. Panchromatic Meteosat images (SEVIRI, 0°E) of 0.4 to 1.1 um of the central Mediterranean Sea at a) 092
and b) 15Z on 23™ of July 2018. Source: NERC Satellite Receiving Station, Dundee University, Scotland
(http://www.sat.dundee.ac.uk).
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To shed light upon the mechanisms that produced such windy conditions over the Attica region and
affected the overall fire behavior at KINETA and MATI events, high spatiotemporal resolution
numerical simulations were utilized. In the next section, an analysis of the prevailing weather
conditions on 23" of July 2018, along with the simulated fire behavior in both events is presented. The
hindcasts were performed with the WRF-ARW numerical model, as it was described in Section 4.3.

4.6 Numerical simulations

The meteorological conditions along with the two extreme fire events on 23" of July 2018 were
simulated by utilizing the WRF-SFIRE modelling system. In total, four (4) experiments, with very high
spatial and temporal resolution were performed in order to address the role of topography into the
development of mountain waves and the associated fire behavior in each event. The control
experiment (CNTRL) was based on the model configuration described in Section4.3. In TOPOG and
TOPOP experiments, the topography of Gerania Mts. and Penteli Mt. was removed, by setting the
corresponding grid points equal to zero in all domains, respectively. Also, a 3 grid point smoothing was
applied at the borders of each area, in order to avoid numerical instabilities due to the produced steep
slopes. In NTOPO experiment, the topography of the innermost domain (d03) was completely removed
in all nests, following the methodology in Pytharoulis et al. (2016). At all sensitivity experiments
(TOPOG, TOPOP, NTOPO) the model configuration remained the same as in CNTRL experiment.

4.6.1 Model verification

Statistical evaluation was carried out in the CNTRL experiment at innermost (d03) domain, using all the
available HNMS surface observations (12 stations). The first six (6) hours were not accounted in the
results (spin-up) and the model verification was performed from 06:00 UTC on 23 July 2018 to 12:00
UTC, on 24%™ of July 2018. Each forecast value was obtained by first finding the four (4) grid points
closest to the location of the observation and then applying the Inverse Distance Weighting (IDW)
interpolation method (Isaaks and Srivastava, 1989; Li and Heap, 2014).

Also, the Cressman (Colle et al., 1999; Cressman, 1959; Sindosi et al., 2015) and the 4 grid point (Sindosi
et al., 2012) methods were employed in order to investigate the sensitivity of the model performance
to interpolation method. In Cressman method, an inverse distance formula was used but the
calculation of the weights at the four surrounding grid points was slightly different from the classic
IDW method. It is noted that if the distance of a grid point from the observation was higher than the
spatial resolution of the model, that grid point was omitted and its weight was considered equal to
zero. In the 4 grid point method, the grid point with the smallest absolute difference from the
observation was picked as the forecast value. If the previous criterion was met more than once, then
the closest grid point from the sample to the observation was considered. At all interpolation methods,
the model grid points over the sea were filtered from the calculations.

The model was verified in terms of 2m air temperature (Tmp), 2m relative humidity (Rh) and 10m wind
speed (Wspd) for all the pairs of forecast versus observed values. The errors (model — observation)
with their corresponding confidence intervals at 95% significance level are illustrated in Table 4.2.
According to IDW method, the model overestimated Tmp and Wspd by 1.4+0.2 K and 1.9+0.3 m s,
while the ME in Rh is underestimated (-3.7+1.0 %). The MAE (RMSE) of Tmp, Rh and Wspd were found
equal to 1.8+0.1 (2.2+0.8) K, 8.7+0.7 (11.6+5.0) % and 2.8+0.2 (3.6+1.3) m s}, respectively. Moreover,
the forecast and observed temperature values were highly correlated (Pearson, 0.92), while for the
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relative humidity and wind speed, the Pearson correlation coefficients were found equal to 0.75 and
0.56. Also, the standard deviation (STDEV) for the Tmp, Rh and Wspd MAEs were 1.3 K, 7.7 % and 2.2
m s, respectively. The above scores aligh with previous studies in the wider area of Mediterranean
and Greece (Koletsis et al., 2016; Kotroni et al., 2014; Krestenitis et al., 2017, Matsangouras et al.,
2014, 2016; Papadopoulos and Katsafados, 2009; Pytharoulis et al., 2016, 2015), revealing an overall
satisfactory model performance.

The Cressman method produced same results as the IDW method for Tmp and Wspd variables, while
slightly affected the scores of Rh. The applied distance criterion excluded Lavrio station from the
statistical evaluation, as the only valid grid point lied beyond the horizontal resolution of the model at
d03 (0.555 km). In addition, differences on skill scores appeared for Rafina site, where the
underestimation of Rh was decreased from -4.6 % to -3.8 % in comparison to the ME from the IDW
method, while the MAE (RMSE) decreased by 0.3 % (0.4 %). Rafina station was the only available HNMS
station closed to the MATI fire event, thus the released sensible and latent heat fluxes from the fire
model might have affected the predicted values at the vicinity of this station, in a non-homogenized
way. Moreover, at Rafina site, all the valid grid points were closer than 0.555 km, contributing to the
predicted value, while for the remaining stations, Cressman method excluded up to two (2) grid points
from the calculations. In general, the Rh errors at Rafina station were affected the most by the change
of the interpolation method. By applying the 4 grid point method to the verification procedure, the
model errors (MAE, RMSE) are reduced in all variables under examination. The model underestimates
Rh (-3.5+1.0 %), while Tmp and Wspd are overestimated (1.3+0.2 K, 1.7+0.3 m s?) as in the previous
two methods. It is evident that due to the very fine resolution, the spatial variability of the
temperature, relative humidity and wind fields contribute the most to model errors.

Table 4.2. The Mean Error (ME), Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) of the 2m air
temperature, 2m relative humidity and 10m wind speed at the locations of the 12 HNMS surface observations
from 06Z 23/07/2018 to 127 24/07/2018 in CNTRL innermost (d03) domain, regarding the 3 different
verification methods. Also, the confidence intervals at the 95% significance level are shown.

IDW method Cressman method 4 grid point method

ME MAE RMSE ME MAE RMSE ME MAE RMSE
Tmp | 1.440.2 1.9+0.1 24409  1.5¢0.2 1.9+0.1 2.3+0.8  1.3+0.2 1.6%0.1 2.1+0.7
Rh -3.7+1.0 8.7¢0.7 11.6+5.0 -4.1+1.1 8.7+0.8 11.8+5.4 -3.5#1.0 8.1+0.7 11.1+4.9

Wspd  1.9+0.3 | 2.8+0.2 3.6+1.3 | 1.9+0.3  2.8+0.2 3.6x1.4 | 1.7+0.3 2.5+0.2 3.2+1.2

In Fig. 4.9, the temporal evolution of the ME and MAE of Tmp, Rh and Wspd is depicted along with the
95% confidence intervals, where the predicted values were extracted by the IDW method. Confidence
intervals at the 95% significance level were calculated using tabulated values of the t-distribution
specified probabilities for a maximum of eleven (11) degrees of freedom. Due to the relative small
sample (maximum of 12 forecast versus observed values for each forecast hour), the intervals on the
t distribution are wider than the corresponding based on the normal distribution. Regarding the Tmp
variable, the model presented the largest absolute errors during the warm hours (T+10 — T+16 h, T+30
—T+34 h), where clearly Tmp is overestimated. The overestimation in Tmp from T+10 to T+16 coincides
with the largest errors in Wspd and the onset of the fire events at KINETA and MATI areas. The MAE
of Rh is nearly constant during the simulation, while a clearly underestimation is shown from T+23 h
and onwards, which is associated with a gradual 180 degrees change in wind direction and moisture
advection in the model.
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4.6:2 Control experiment

4.6.2.1 Simulated atmospheric conditions

Fig. 4.10 depicts timeseries of 2m air temperature (°C), 2m relative humidity (%) and 10m wind speed
(m s) at Elefsina (Fig. 4.10a), Ellhniko (Fig. 4.10b), Tatoi (Fig. 4.10c) and Rafina (Fig. 4.10d) sites both
from WRF and HNMS data. In general, there is a good agreement between predicted and observed
values. The model was able to capture the temporal evolution of the presented meteorological
variables at surface and the onset of the windy conditions to a certain degree, but showed
discrepancies in temperature and wind speed maximum values (both in time and magnitude) in
comparison to the observational data. However, regarding the wind speed field, recorded wind gusts
from the HNMS stations are on the same magnitude as the simulated wind speed (e.g. Tatoi: obs =
15.9 m st, model = 15.0 m s2). It must be considered that the output of the model was every five (5)
minutes, while the observational records were available every thirty (30) minutes, which may justify
the aforementioned differences. Moreover, the extraction method of the forecast values affects the
results as it was shown in sub-section 4.6.1. Also, it must not be neglected the uncertainty on the
observational data (Haylock et al., 2008; Klein Tank et al., 2002; Prein and Gobiet, 2017; Rauthe et al.,
2013).

At Rafina site, WRF simulated a rapidly increase of 2m air temperature and 10m wind speed at 12Z on
23 July 2018 (Fig. 4.10d) with a simultaneously decrease in relative humidity. In the model, the 2m air
temperature rose approximately 8 °C in twenty (20) minutes (from 11:45 UTC to 12:05 UTC), while
according to the observational data an increase of 4°C was recorded initially between 10:00 UTC and
10:30 UTC and during 11:30 UTC to 12:00 UTC afterwards (6 °C). The maximum simulated (observed)
air temperature at 2m was 40.1 °C (39 °C) at 12:10 UTC (12:00 UTC). The observed maximum 10 min
wind gust was 25.2 m s* against the modeled maximum wind speed of 17.5 m s™*. Although the model
underestimates the wind speed at output intervals, its examination at time step intervals (wrfxtrm
generated files) revealed values greater than 20 m s™.

In addition, the analysis on the simulated temperature field in vertical showed that the
aforementioned changes at Rafina site occurred close to the surface and up to ~800 m agl. The model
results showed warming rates of 1 K min* (at ¥800 m agl, 9*" theta model level) to 4.3 K min* (at ~10
m agl, 1°* theta model level), while the temperature begun to rise first aloft (11:35 UTC) and then at
the lower levels (11:45 UTC). The wind speed followed the same temporal and vertical pattern but the
onset of this increase was placed earlier (11:30 UTC), almost 10 minutes prior to temperature changes,
implying vertical transport of energy and momentum from higher levels to the surface. Moreover, a
decrease in wind speed magnitude was observed at all vertical levels close to the surface, prior to its
intensification which is related with the gradually change in wind speed direction. The maximum rate
of the wind speed change was found equal to 10.7 m s, at nearly 45 m agl.
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Fig. 4.10. Timeseries of 2m air temperature (°C, red), 2m relative humidity (%, blue) and 10m wind speed (m s,
green) in CNTRL simulation (solid, dashed lines) and according to HNMS stations (dots, asterisks, triangles)
at a) Elefsina(16718), b) Ellhniko (16716), c) Tatoi (16715) and d) Rafina (16793) sites. The WRF values were
extracted by utilizing the IDW method.

The spatial analysis of the model results at surface (Fig. 4.11a) reveals that at 09:00 UTC, a pressure
difference of ~3 hPa is established between northwest (higher pressures) and south east (lower
pressures) of Gerania Mts (KINETA) and remains almost unchanged until the early evening hours on
23/07. At the time of fire ignition at KINETA (~09:00 UTC), the simulated maximum wind speed is
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approximately 15 m s, peaking its highest values (~18 m s!) at 12:45 UTC. Koletsis et al. (2009) noted
also the existence of a pressure gradient during a downslope windstorm in Northwestern Greece, with
maximum pressure difference of Y6 hPa. Moreover, at the greater area of MATI, the wind is blowing
from east to east-southeast directions, with wind speed values below 5 m s and no any significant
pressure gradient. At 11:30 UTC (Fig. 4.11b), the prevailing weather conditions are characterized by
strong westerly winds over the Attica region and high temperatures downwind of any orographic
barrier. Worth of noting is the front-like feature of high temperatures at the vicinity of MATI,
accompanied by high wind speeds with maxima of ~18 m s, propagating eastwards towards the coast
(red frame, Fig.11b). Analysis of the simulated wind field at 10 m (not shown), revealed paths of strong
localized and transient winds between Hymettus Mt and Penteli Mt. Moreover, the aforementioned
rapid increase of 2m air temperature at Rafina site (Fig. 4.10d) is clearly related with the passage of
this feature. At the area of KINETA, the increase in temperature due to the wind field is also evident.
The fire at Kallitehnoupolis (MATI event) (~13:49 UTC) ignited under strong westerlies (19 to 20 m s2),
with relative humidity values less than 20% and ambient temperatures greater than 39 °C.
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Fig. 4.11. Air temperature at 2m (°C, shaded contours), mean sea-level pressure (hPa, blue contours) and 10m
wind speed (knots, windbarbs) at a) 09:00 UTC, b) 11:30 UTC, ¢) 12:30 UTC and d) 13:40 UTC on 23/07/2018,
based on WRF-d03 values. Full windbarb = 10 knots, half windbarb = 5 knots.

Fig. 4.12 displays the longitude — height section of potential temperature (K) and u-component of wind
speed (m s?) from 06:00 UTC to 15:00 UTC at 3-hourly intervals, on 23/07. The aforementioned fields
were extracted from the WRF-d02 intermediate nest (Fig. 4.1a) in order to highlight the effects of
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mountain chains, west of the Attica region, on the flow. In general, stable conditions are observed
allowing for the development of mountain waves (Simpson et al., 2013). The complex terrain at North
Peloponnese (21.3°E to 22.7°E) interacts initially with the atmospheric flow, gradually enhancing the
vertical displacement of the air parcels (Fig. 4.12a). As a result, orographic waves are formed leeward
of Pindus mountain range (Fig. 4.12b) in a layer between 1 to 3 km above the surface, while close to
the ground the flow is characterized by locally induced variations (e.g. the easterly wind component at
MATI location). At 12:00 UTC (Fig. 4.12c), the increase in longitudinal wind speed is evident and strong
downslope winds are dominating the lee-side of Gerania Mts (black short line), where the fire is active.
Energy and momentum are propagating downwards into the lower troposphere, while a mid-level jet
core lies from 3.5 to 5.5 km (not shown) and amplifying its strength from 13:00 UTC and onwards.
Moreover, at the vicinity of MATI (red short line), a strong temperature and wind speed gradient is
presented which coincides with the rapidly increase of 2m air temperature and 10m wind speed as it
was described earlier (Fig. 4.10d, Fig. 4.11b). During the fire event at MATI (Fig. 4.12d), the isotachs tilt
in vertical as they follow the descending part of the formed waves, resulting in strong katabatic winds
and adiabatic heating of the lowest boundary layer in the region, as indicated by the isentropes.

The calculated omega (hPa hrt) values (Fig. 4.13) prior to the ignition times at both sites (09:00 UTC,
KINETA; 13:40 UTC, MATI) declare strong downward motions (positive values) on the lee sides with a
simultaneously decrease in water vapor mixing ratio, as drier air descents. This mechanism produces
vertical mixing and thus the winds at lower levels inherit the characteristics of the wind field aloft, due
to conservation of momentum (Sharples et al., 2012). At KINETA event, the model maintained these
downward motions until the early night hours on 23/07, where the wind speed dropped significantly
and turned into northerlies. Model results reveal also a minor directional wind shear from 06:00 UTC
to 18:00 UTC, where at 500 hPa, the wind blows from the west and turns to north-west at lower levels
(not shown). This shear is generated and it is driven by the presence of the mountain chains at Central
Greece and North Peloponnese, along with the pressure gradient, which slightly divert the flow.

In addition, calculation of Richardson and Froude numbers (Fig. 4.14a,b) shows a transition from
subcritical (Fr < 1) to supercritical (Fr ~1) flow on the lee slopes of Gerania Mts and Penteli Mt (Durran,
1990), while dynamically unstable and turbulent conditions (Ri < 0.25) are dominating at lower levels.
At 09Z, the flow is subcritical (Fr < 1) over the area of interest (Attica region, 22.8°E — 24.1°E, Fig. 4.14a),
with conversion of kinetic energy to potential energy (deceleration), as the air parcels ascent due to
orography and vise-versa (acceleration) upon passing the crests. Upstream and aloft of Gerania Mts
(Fig. 4.14c) static stability is positive, whereas negative values (instability) are shown downwind. Also,
the predicted wavelengths (contour lines, Fig. 4.14c,d) are close to the leeward slope widths (< 8km)
in the area, allowing for interaction between the mountain waves and the flow conditions downwind.
At 12Z, the Froude number is approximately equal to unity over the crest of Gerania Mts and a
supercritical regime eastwards is evident (23.1°E — 24.1°E, Fig. 4.14b), where the potential energy is
converted into kinetic energy. This features is analogous to the hydraulic-like theory (Durran and
Klemp, 1987; Smith, 1985), in which when the flow passes the top of the mountain, it accelerates
further until the area referring as the hydraulic jump, where the flow turns back to the subcritical
conditions (Fr < 1). In the case of 23™ of July 2018 at 12Z, this area is placed eastwards of Penteli Mt,
as it can be shown in Fig. 4.14b.
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Fig. 4.13. a) Vertical cross-section through E-F dashed line (Fig. 4.1b) at 09:00 UTC and b) G-H dashed line at 13:40
UTC (Fig. 4.1b), of omega (hPa hr?), shaded contours, positive values declare downward motions) and water
vapor mixing ration (g/kg, contours) on 23 of July 2018. Black and red line marks indicate the locations of
fire ignition at KINETA and MATI, respectively.

It must be noted that, the hydraulic theory requires the determination of the top of the disturbed flow.
According to Helmis et al. (2000) possible indicators can be the presence of a mean-state critical layer
(Smith, 1985), a layer with decreased static stability with height or a temperature inversion (Durran,
1986; Klemp and Durran, 1987) or a wave-induced critical layer (wavebreaking, Klemp and Durran,
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1987). Either a mean-state critical level or an inversion layer were not observed, which are important
for the presence of vertical propagating mountain waves (Doyle and Jiang, 2006; Durran and Klemp,
1987; Fudeyasu et al., 2008; Klemp and Lilly, 1975; Koletsis et al., 2009; Peltier and Clark, 1979).
Although the current analysis reveal a vertical variation on the static stability with height over the area
of interest (Fig. 4.14c,d), the flow dynamics involved are much more complicated and the hydraulic
model can be utilized only in a qualitative manner (Durran, 1990; Helmis et al., 2000).

The resolved turbulent kinetic energy (TKE), averaged horizontally and in vertical up to ~3600 m agl,
from 23/07 at 06Z to 24/07 at 00Z over KINETA and MATI, was found equal to 0.31 and 0.37 m?s?,
respectively. The area under examination in both sites was defined downwind of Gerania Mts and
Penteli Mt. The maximum averaged TKE at KINETA was 0.58 m?s2 (13:00 UTC) and 1.1 m?s2 at MATI
(13:15 UTC), almost half an hour prior to the fire ignition at Kallitehnoupolis. The temporal examination
of the averaged TKE at MATI revealed that values greater than 0.6 m?s? encountered from 11:20 UTC
to 15:35 UTC, implying that the fire ignited under turbulent conditions, which affected the fire spread.
Also, the higher values of TKE at MATI are in line with the calculated Richardson number values (Fig.
4.14a,b), which were below the critical value of 0.25. Moreover, the maximum TKE in vertical at KINETA
(MATI) was 14.67 (10.79) m?s™2.
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wavelengths (km, contours) (bottom) at 38.035°N, on 23/07 at a,c) 09Z, b,d) 12Z. Black and red line marks indicate the locations of Gerania Mts. and Penteli Mt.,
respectively.
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4.6.2.2 Vorticity and horizontal roll vortices

Vorticity, the measure of the rotation in a fluid about some axis (Holton, 2004), is defined as the curl
of the wind field, according to Eq. 2.8. Vorticity is associated with the formation of fire whirls and
horizontal roll vortices (Forthofer and Goodrick, 2011), during a wildland fire or under certain
conditions with lateral fire spread (Sharples et al., 2012; Simpson et al., 2013, 2014).

At KINETA event, the satellite image (Fig. 4.15a) from the Copernicus Sentinel-2A L1C (23/07, 09:28
UTC) depicts a distinct smoke plume, parallel to the mean flow, while photographs from the local news
revealed its high proximity to the ground (not shown). The mechanism involved for the creation of this
structure demands an imbalance between buoyance driven vorticity and shear driven vorticity (Etling
and Brown, 1993; Forthofer and Goodrick, 2011), resulting to parallel orientation of the convective
rolls to the mean wind, an analogous to the cloud streets which formed by the cumulus clouds (Etling
and Brown, 1993). Also, the observed single longitudinal plume vortex (Haines and Smith, 1987)
displayed a spiral and banding structure, at the time of satellite passing, but any information about its
rotation was not available. On the contrary, lacking any high resolution satellite images from the deadly
fire at MAT], it is hard to say anything about its observed plume characteristics.

The smoke plume at KINETA was resolved by the model, as emissions from the fire were activated in
the SFIRE module and inserted into the WRF as passive tracers. Results showed high smoke
consecrations simulated close to the ground at the vicinity of the fire, while a gradually ascent of the
plume was observed eastwards. In Fig. 4.15b, a latitude-height cross section (south — north) of the
calculated x component of vorticity vector (s, shaded contours), wyx in Eq. 2.8, wind barbs from the v
and w wind components (knots), along with the resolved smoke plume (contours) are depicted at
09:30 UTC. The black line in Fig. 4.15a declares the location of the cross section. A region of negative
(anticyclonic) vorticity values is located downwind of the land, suppressing the smoke emissions close
to the surface, over the sea and southwards, where the smoke plume tends to rise, as positive
(cyclonic) wy values dominate. Noticeable is also the pair of cyclonic and anticyclonic vortices upwind
to the plume and over the land, evident of the turbulent conditions in the area. Moreover, a pattern
of anticyclonic rolls in the layer between 500 to 1500 m over the sea is shown. Regarding the temporal
evolution of the plume, at 11:45 UTC (Fig. 4.15c), fire emissions extent up to 1.5 km, while high
concentrations are observed close to the ground. The anticyclonic vortex is still present but is reduced
in magnitude, as embedded positive wy vorticity regions allow the vertical extension of the smoke over
the sea. A cross-section eastwards (near the right boundary of Fig. 4.15a), also at 11:45 UTC (Fig.
4.15d), reveals a vortex pair, where in each core lie high smoke concentrations, while the plume has
reached approximately at 2 km. This feature illustrates the impact of turbulence on plume dynamics
and how topography plays an important factor to its development and characteristics, as vortex pairs
are usually occurred over flat terrain (Haines and Smith, 1987).

During the event at KINETA, local news reported several line ignitions, which were not confirmed by
the Hellenic Fire Service. In Fig. 4.15a, a lateral fire spread is also shown, indicating a possible vorticity-
driven mechanism. Sharples et al. (2012) introduced a fire channeling mechanism based on the
interaction between the fire and a lee rotor, which is associated with a flow separation on the leeward
slope (their Fig. 4.12). Simpson et al. (2013, 2014, 2016) investigated this phenomenon through a series
of very high-resolution sensitivity experiments, indicating several factors (e.g. stability conditions,
leeward slope, fuel types), which affect its occurrence. However, a common feature was the existence
of the flow separation, where on the lee slope, the wind direction changed 180° degrees relative to
the mean flow, due to the rapidly decrease of the leeward wind speed. In the case of KINETA event,
the model results did not reveal any flow separation, either at early hours since ignition or later on
23/07. Why this feature was not observed, requires further investigation, but an insight might be the
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small wavelengths of the simulated mountain waves which were able to interact with the flow across
the leeward slope or the relatively coarser resolution in order such features to be modelled (Simpson
et al., 2014). However, the simulated fire showed lateral spread, mostly at first hours.
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Fig. 4.15. a) False color (bands 8, 4, 3) Copernicus Sentinel-2A L1C satellite image over KINETA region and latitude-
height cross sections of x component of vorticity vector (s, shaded contours), wind bards based on v and w
wind components (knots) and smoke plume from the modeled fire (contours) at b) 23.229°E, 09:30 UTC, c) at
23.229°F, 11:45 UTC and d) at 23.35°E, 11:45 UTC, on 23 of July 2018.

At the wider area of MATI, analysis on the vorticity components in Eq. 2.8, corroborates that the fire
ignited under favorable atmospheric conditions, which contributed to high spread rates and extreme
fire behavior. Examination of the vertical profile of the y component of the vorticity vector (s), wy in
Eq. 2.8, shows an area of positive wy values (~0.02 s?) close to the ground (Fig. 4.16a), resulting to
vorticity driven flow prior to the fire ignition (13:30 UTC). A layer of negative wy values exists between
1.5 km to 2.5 km, while a core of wind speeds greater than 25 m s (50 knots) is also shown in the layer
between 1.0 km to 2.0 km. The cyclonic vortices were maintained until the late evening hours,
providing additional forcing into the fire spread rates and the vertical mixing. In addition, at the same
time, cyclonic vortices with their rotation axis parallel to the mean flow (wx vorticity) were resolved by
the model, appearing upwind, over and downwind of Penteli Mt (Fig. 4.16b). Also, a well-organized
cyclonic vortex is evident over the Messogia Plain (southwards of Kallitehnoupolis), which it is assumed
that it was generated due to the presence of Hymettus Mt. However, further investigation is required
for the above statement.

The temporal evolution of the w, at surface showed that the z component of the vorticity vector, g,
had a small impact on the lateral spread of the fire (not shown), due to the nearly uniform horizontal
wind field and thus the absence of horizontal vorticity shear. Overall, the calculated magnitude of the
3D vorticity vector revealed high values (~0.1 to 0.18 s%) in the area between 12:45 to 14:15 UTC.
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of vorticity vector (s, shaded contours) and wind bards based on v and w wind components (knots) at
23.947°E, on 23" of July 2018, at 13:30 UTC.

4.6.2.3 Simulated fire behavior and evolution

The spatiotemporal evolution of the simulated fires at KINETA and MATI events was compared with
fire data, derived from the 1-km spatial resolution MODIS Fire and Thermal Anomalies product (Giglio
et al., 2003) and the corresponding Visible Infrared Imaging Radiometer Suite — VIIRS (Schroeder et al.,
2014), at 375 m nominal resolution. At KINETA, the observed fire radiative power (FRP) on 23/07 lied
between 5.7 W m2 (~20:40 UTC, MOD14) to 2012.3 W m (~09:35 UTC, MOD14), while at MATI, the
FRP ranged from 6.9 W m to 56.3 W m?, during the Terra satellite passing (~20:40 UTC, MOD14).
Also, the Suomi-National Polar-orbiting Partnership (S-NPP) satellite completed one pass on 23/07
(~11:40 UTC) and another one, on 24/07 (~00:00 UTC), over Attica region, with recorded VIIRS-FRP
maxima equal to 187 W m2 (~11:42 UTC, 23/07) and 17.1 W m™ (~00:00 UTC, 24/07) at KINETA and
MATI, respectively.

Fig. 4.17 depicts the temporal evolution (at 5-min intervals) of the simulated fire area (ha) at KINETA
(red dashed line) and MATI (black solid line), along with the modeled total (sensible plus latent) heat
fluxes (MW m, red dotted line and black dashed line, respectively), derived as the sum of all WRF-d03
grid points at surface, in each history output. For KINETA, the total burnt area according to the WRF-
SFIRE modelling system (from 23/07, 09Z until 24/07, 12Z) was 8336.82 ha, approximately 48% greater
than the observed one (5613.3 ha, Copernicus EMS-event EMSR300). The mean rate of fire area growth
was found equal to 0.04 ha/5min, while the maximum accumulated heat fluxes from the fire were
245.3 MW m?, at 13:45 UTC. The rapid increase in the released heat fluxes since ignition, is placed at
approximately at 11:15 UTC and is associated with the ignition of an additional fuel type (NFFL fuel
type 7, Southern rough) with high moisture of extinction values (~40%) and live foliage flammability
(Anderson, 1982). In the case of the deadly fire at MATI, the fire model produced higher burnt area
growth rates (average equal to 0.09 ha/5min), representative of the actual fire propagation. The total
modeled burnt area, at 00Z on 24/07, since ignition (23/07, ~13:49 UTC) was 1083.26 ha, against
1275.9 ha, as recorded in the EMSR300 data. Also, two distinctive peaks in the heat fluxes from the
fire at MATI (black dashed line) are presented, which slightly affected the slope of the fire area line
(black solid line). The local heat maxima are almost three times lower than the global maximum heat
fluxes at KINETA, because of the different fuel types and most importantly the lower modeled wind
field, at the time of occurrence.
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Fig. 4.17. Simulated burnt area (ha) at KINETA (red dashed line) and MATI (black solid line) and released sensible
and latent heat flux (MW m™) at KINETA (red dotted line) and MATI (black dashed line) as a function of time
(5-min intervals), in CNTRL experiment, according to the WRF-SFIRE modelling system.

In both events, the fire area overpassed 10 ha almost two hours since ignition, due to the required
time in order the model to develop a quasi-steady state fire. The latter is clearly shown in Fig. 4.18,
where the temporal evolution of the simulated burnt area (solid lines), along with the observed hot
spots from MODIS (green asterisks) and VIIRS (dots) are depicted. At KINETA event (Fig. 4.18a), the
modeled fire area (white solid line) is underestimated the most comparing to the VIIRS thermal
anomalies (white dots), at 11:40 UTC, on 23/07. The satellite data suggest that the fire front had
reached the coastal area at that time, which cannot be confirmed at this point. However, it is possible
that the VIIRS assigned as potential hot spots, locations along the smoke plume, with brightness
temperatures greater than the applied thresholds in the VIIRS algorithm (Schroeder et al., 2014). As a
result, the actual burnt area at that time might be much smaller, while worth of noting is that the WRF-
SFIRE produced the VIIRS burnt area approximately two hours afterwards (red solid line), at 13:55 UTC.
Few hours later, at 20:40 UTC, the predicted fire area (green solid line) is close to the MODIS product,
where active fire fronts were observed along the western and eastern flanks. Similar fire behavior was
observed during the Suomi-NPP satellite passage over the area, at ~00:05 UTC on 24/07, with the
modeled burnt area (orange solid line) in good agreement with the observed one (orange dots).

The fire ignition time at Kallitehnoupolis (MATI) along with the high propagation rates resulted to a
limited number of satellite passes (only two), during this event. However, according to the MODIS Fire
and Thermal Anomalies product (green asterisks, Fig. 4.18b), at 20:40 UTC, on 23/07, active fire fronts
were spotted along the north and the southeast flanks, while the model produced an elongated
towards east fire area (green solid line), which had arrived at the coastal area of Mati settlement.
Despite the delay on the development of the fire momentum (dark blue solid line, Fig. 4.18b) and the
late arrival time to the coast, the CNTRL simulation represented quite well the actual fire behavior, as
the wind driven fire first reached to the sea and then started to spread laterally (orange dots and solid
line, Fig. 4.18b). However, the WRF-SFIRE failed to represent the northward lateral propagation to Agia
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Marina settlement, due to the change in the modeled wind direction (westerlies to north-westerlies,
not shown).
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Fig. 4.18. Evolution of the simulated burnt area (solid lines), EMSR300 actual fire scar (blue solid line), observed
hot spots from MODIS (green asterisks) and VIIRS (dots) and simulated wind speed (contours) and direction
(arrows) upon ignition, at a) KINETA and b) MATI fire events. Different colors corresponds to different times.
At KINETA (left), white, 11:40 UTC, red, 13:55 UTC, green, 20:40 UTC, on 23/07 and orange, 00:05 UTC,
magenta, 12:00 UTC on 24/07. At MATI (right), dark blue, 16:30 UTC, green, 20:40 UTC, on 23/07 and orange,
00:00 UTC, on 24/07.
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4.6.3 Sensitivity experiments

4.6.3.1 Effect of topography

In this sub-section, the effect of topography on the local atmospheric conditions and thus on the fire
behavior in both events is investigated. The wider Attica region is dominated by complex topographical
features, which interact with the mean flow, altering its kinematic and dynamic characteristics.

In Fig. 4.19, vertical cross-sections of 3-D wind speed (m s, shaded contours) and potential

temperature (K, contours) along the flow, in each site (columns; KINETA, left; MATI, right) and each
experiment (rows; CNTRL, NTOPO, TOPOG and TOPOP) are shown. For the KINETA and MATI fire
events, the cross-sections are along the E-F and G-H lines (Fig. 4.1b), respectively. According to the
control simulation (CNTRL) and upon ignition time (23/07, 09Z) at KINETA (Fig. 4.19a), the flow
decelerates upwind of Gerania Mts and accelerates on the lee of the mountain (values greater than 18
m s1), while a strong vertical wind shear is evident, with a local maximum greater than 36 m s in the
layer between 3.0 to 4.0 km. The isentropes rise and descent, following the terrain, where an unstable
layer with near-adiabatic conditions (vertically tilted theta contours) close to the ground and upwind
of the mountain is present but stable conditions are met downwind. The time evolution (not shown)
revealed high wind peaks (greater than 16 m s) and breaking offs downstream, until the late evening
hours on 23™ of July 2018. By removing the topography in WRF-d03 (NTOPO), the isentropic lifting and
descent weakens (Fig. 4.19c), the flow is more stratified in the lowest atmosphere, a very shallow deep
layer with wind values between 14 m s to 16 m s lies above the ignition point, while the surface wind
speed is less than 14 m s, In addition, a region of strong static stability in the first 500 m above the
surface is shown from 22.95°E to ~23.08°E. In the TOPOG experiment (Fig. 4.19¢), only the topography
height of Gerania Mts was set equal to zero (dashed polygon line in Fig. 4.20e,f), in order to address
the effects of the particular barrier to the flow over the fire regime. By comparing the model results
between NTOPO and TOPOG experiments, similarities arise, in both potential temperature and wind
field, but a closer examination reveals that in TOPOG sensitivity run, colder air is advected over the fire
area and more neutral conditions reside. Moreover, wind speed values below 12 m s are modeled
and maintained throughout the 23™ of July 2018.

Approximately one hour before ignition time at Kallitehnoupolis (MATI event), at 12:35 UTC (Fig.
4.19b), the flow in control (CNTRL) simulation is neutrally stratified over the area of interest (23.94°E
— 24.01°E), where two layers of high wind speeds are modeled. The upper layer lies above 2 km with
jet core maxima over 38 m s, while the lower layer is placed from the surface up to ~ 1 km, with local
maximum above 32 m s, The flow is accelerated over the crest and downstream of Penteli Mt. (the
cross-section is slightly to the south, G-F line in Fig. 4.1b), where peaks of high speeds are encountered
resembling a hydraulic jump, albeit this feature was transient and presented only in the time window
between 12Z to 13Z. In this time slice, the highest modeled wind speeds at 10m were also recorded at
Rafina site (Fig. 4.10d). In addition, the subsidence of the 310 K isentrope over the fire area (~1.5 km
at12:30 UTCand ~ 0.5 km at 14:05 UTC, not shown) along with the simultaneously wind speed increase
at lower levels, indicates downward transport of momentum. In NTOPO experiment (Fig. 4.19d),
lacking any orography in the wider area of Attica resulted to increased stability followed by more
neutral conditions at the time of the maximum wind speeds occurrence (~13:30 UTC to ~16:15 UTC).
Although the two high wind speed regions are also resolved as in CNTRL, with nearly equal local
maxima, the lower layer is located higher (1 km to 1.5 km agl.), due to the presence of the warm front
at ~23.81°E (Fig. 4.19d). In addition, the absence of topography in WRF-d03 increased the magnitude
of the simulated low-level jet (not shown), located at around 0.5 km agl, with higher peak values (above
24 m st) than in CNTRL (18 -20 m s). The modeled low-level jet appeared from ~17:00 UTC to ~19:00
UTC in both experiments. According to Fig. 4.18f, Penteli Mt. (TOPOP) slightly modified the mean flow
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over the area of MATI. The TOPOP sensitivity experiment produced similar results with the CNTRL
simulation, but on average introduced higher low-level jet speed values than in control run. Moreover,
any resemblance of a hydraulic jump was not observed in TOPOP experiment.

Fig. 4.20 displays the average (left column) and the maximum (right column) 10 m wind speed from
the innermost domain (WRF-d03), between 06Z on 23" of July 2018 and 00Z on 24" of July 2018, for
the control (CNTRL) simulation (a,b), the NTOPO (c,d), the TOPOG (e,f) and the TOPOP (g,h)
experiments. By eliminating the orographic features in WRF-d03, the model produced a west-east wind
speed gradient field (Fig. 4.20c), with average values greater than 10 m s west of Gerania Mts.
(Corinthian Bay), while along the east coast, the average wind speed lied between 6 to 8 m s, In
addition, the local maxima on the leeward slopes of Gerania Mts, as they appeared in the CNTRL
experiment, were not observed in NTOPO and TOPOG simulations, demonstrating how the presence
of the mountain affected the flow downwind of the mountain.

In the wider area of the MATI fire event (Kallitehnoupolis, Neos Voutsas, Rafina, Mati), the surrounding
topographical barriers (Penteli Mt., Hymettus Mt.) had a lesser impact on the average wind speed, as
it is presented in Fig. 4.20b,d,f,h, but greatly affected the spatial distribution of its maxima, during the
23 of July 2018. In NTOPO experiment (Fig. 4.20d), a core of maximum wind speed values greater
than 20 m s is located slightly to the north of the area of interest. The Messogia Plains (red frame)
experienced values below 16m s in compare to the CNTRL simulation, where strong downslope winds
(greater than 20 m s?) were presented over the area of the deadly fire. Moreover, the removal of the
Penteli Mt (TOPOP experiment, Fig. 4.19h), did not weaken the magnitude of the simulated wind
speed, only changed its locality. A closer examination reveals that the only area that has been affected
by the absence of the Penteli Mt. was a small portion downwind and to the north, in the area
encompassed by the dashed line (Fig. 4.20h). The latter implies that Penteli Mt. might not acted as the
major contributor to the enhanced surface flow. Under strong background westerly flow, Hymettus
Mt. could also produce intense downslope winds downwind of the mountain (Helmis et al., 2000),
affecting the vicinity of the fire. A possible explanation would be that the interference of the produced
waves, both from Hymettus and Penteli Mts, led to the local extrema in terms of the wind speed. If
these assumptions were robust then the resolved wind speed maxima at NTOPO experiment would
not be observed. On the contrary, the NTOPO simulation delivered wind speed values of the same
magnitude as in the CNTRL. This suggests that, in general, the kinetic and dynamic characteristics of
the mean flow over the Attica region were driven by the upper levels of the atmosphere, while the
presence of the complex topography induced only spatiotemporal variations.

In order to evaluate how these topography induced variations affected the surface meteorological
conditions in the vicinity of the MATI fire event, the 2m air temperature, T2, (°C, Fig. 4.21a), the 10m
wind speed, SPD, (m s?) and direction, DIR, (degrees, Fig. 4.21b), in a WRF-d03 grid point with
longitude-latitude values of 24.01633°E, 38.00906°N, from the control (CNTRL) simulation, the NTOPO
and TOPOP experiments, were extracted. The specific point was selected as the closest to the sea grid
point, in order to minimize the altitude effect on temperature between the three experiments.
According to Fig. 4.21a, the temporal evolution (23/07_06Z to 24/07_00Z) of T2 in CNTRL and TOPOP
was approximately the same. For the NTOPO simulation, the T2 presented higher values at morning
hours (06:00 UTC to 08:30 UTC), due to the prevailing westerlies (Fig. 4.21b, orange diamonds) which
were advecting warm air from the inland, while the rapid rise in temperature (dashed orange line, Fig.
4.21a) resulted almost one hour prior to corresponding one in the control (CNTRL) simulation. The
latter shows that topography did not contribute to the mechanism behind this increase, rather it
delayed its occurrence. From 06:00 UTC to ~11:30 UTC, on 23™ of July 2018, the NTOPO wind speed
(dashed orange line, Fig. 4.21b) was higher than in CNTRL and TOPOP (expect at some instances where
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the change in wind direction occurred), but lower in the time window between 11:50 UTC to 14:05
UTC, in which the CNTRL and TOPOP SPD maxima were presented. Moreover, the lack of Penteli Mt.
(red dotted line, Fig. 4.21b) allowed the south-easterlies to maintain their strength until ~11:45 UTC,
as they were penetrating towards the inland.

KINETA 2018-07-23_09:00 UTC MATI 2018-07-23_12:35 UTC

Height (km)

Height (km)

Height (km)

2295 2299 23.03 2308 23.12 23.16 2320 2324 2328 2333 2372 2376 2381 2385 2390 2394 2399 2403 2408 24.12
longitude (°) longitude (°)

Fig. 4.19. Vertical cross-sections along E-F (left column) and G-H (right column) lines (Fig. 4.1b) of the 3-D wind
magnitude (shaded contours) at 2 m s intervals and potential temperature (contours) at 1 K interval, at
KINETA (left) and MATI (right) fire events, for control (CNTRL) simulation (a,b), NTOPO (c,d), TOPOG (e) and
TOPOP (f) sensitivity experiments. The fire symbols in (a) and (b) denote the location of fire ignition in each
event.
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Fig. 4.20. WRF-d03 average (left column) and maximum (right column) 10m wind speed at 2 m st intervals, from
23/07 at 067 to 24/07/2018 at 00Z for control (CNTRL, a, b) and the three sensitivity experiments (NTOPO, c,
d; TOPOG, e, f: TOPOP, g, h). The dashed lines in TOPOG (e, f) and TOPOP (g, h) images encompass the area
where the topography was removed, while the red frame in NTOPO (d) dictates the Messogia Plains.
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The mean turbulent kinetic energy (m? s?2), TKE, from the lowest level (~10 m) up to ~3600 m agl,
downwind of each topographic barrier and over the fire area (KINETA, MATI) was calculated, in the
same manner as in section 6.2.2 (Fig. 4.22). According to Fig. 4.22a, Gerania Mts. (KINETA) influenced
the mean turbulent flow downstream of the mountain by inducing higher perturbations in the wind
components and thus affecting the ambient environment in which the fire ignited and propagated. In
the CNTRL run (black line), the temporally averaged TKE, during the entire simulation (23-07-2018 06Z
to 24-07-2018 127) was found equal to 0.32 m? s, against 0.26 m? s and 0.27 m? s in the NTOPO
and TOPOG experiments, respectively. The impact of the mountain on TKE is evident from
approximately 11Z to 18Z on 23/07, where the modeled NTOPO and TOPOG TKE is ~24% lower than in
the CNTRL simulation. Worth of noticing is that during the warm hours on 24 of July 2018, the values
of the TOPOG TKE (red dotted line) were close to the corresponding ones in the CNTRL experiment,
which is attributed to the change in wind direction (from north-westerlies to northerlies) on the second
day (24/07). As a result, the surrounding to the KINETA area topography (at north) produced
turbulence, which affected the area of interest. On the contrary, the temporal evolution of the
calculated TKE at MATI event (Fig. 4.22b) did not reveal significant differences between the CNTRL
simulation (black line) and the other two sensitivity experiments (NTOPO, orange dashed line; TOPOP,
red dotted line). In fact, the CNTRL TKE and TOPOP TKE presented very similar values, while the lack of
topography in entire WRF-d03 resulted in a local minimum at 12:30 UTC (0.56 m? s2), nearly equal
global maximum as in CNTRL and NTOPO and larger TKE values between 13:40 UTC and 15:00 UTC.

Fig. 4.23 presents the predicted fire perimeter as obtained from the control simulation (black solid
line), the NTOPO (orange solid line), the TOPOG and TOPOP (red solid line) experiments, along with
the observed EMSR300 burnt area (black dashed line) and the SRTM topography height (m; v3; 30 m x
30 m; shaded contours), for a) KINETA (12Z, 24/07) and b) MAT!I fire events (00Z, 24/07). The previously
presented analysis, in terms of vertical cross sections of potential temperature and 3-dimensional wind
speed over the areas of interest, WRF-d03 mean wind speed (between 06Z on 23™ of July 2018 and
00Z on 24%™ of July 2018), 2m air temperature and 10m wind grid point values and averaged TKE
timeseries, is reflected to the predicted fire area at KINETA (Fig. 4.23a), in both sensitivity experiments
(NTOPO, TOPOG). Gerania Mts. contributed positively to warmer and drier surface conditions,
enhanced the flow downstream, while the barrier produced and transported turbulence over the
vicinity of the fire. As a result, the largest predicted fire area was presented in the CNTRL simulation
(8336.82 ha). The lack of any topographical feature in the innermost domain (NTOPO) led to smaller
fire area (5265.29 ha) than in control simulation, which justifies the aforementioned. Moreover, the
removal of Gerania Mts. (TOPOG) resulted in the smallest burnt area (4327.94 ha) in total, which is
about half of the predicted fire perimeter in the CNTL experiment. The larger fire area in NTOPO
compared to TOPOG sensitivity run is attributed to a) warmer and drier conditions overall in NTOPO
and b) to the difference in wind direction (NTOPO, north-northwest; TOPOG northwest) during the
morning hours of 24" of July 2018 and until the end of the simulation (12Z, 24/07). The latter allowed
faster lateral fire spread on the southwest flank (orange line, Fig. 4.23a) against the TOPOG run. In
addition, the NTOPO northeast flank experienced faster spread rates since ignition, due to the west-
northwest wind direction, whereas in the TOPOG experiment the wind blew mostly from northwest
directions.
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Fig. 4.21. Timeseries of a) air temperature at 2m (°C), b) wind speed (m s™) and direction (degrees) at 10m, at the
WRF-d03 grid point with longitude-latitude values of 24.01633°E, 38.00906°N, from CNTRL (black solid lines,
black squares), NTOPO (orange dashed lines, orange diamonds) and TOPOP (red dotted lines, red triangles)
experiments.

On the contrary, the topography at MATI event negatively affected the evolution of the fire, where the
absence of either entire WRF-d03 orography (NTOPO) or only Penteli Mt. (TOPOP) led to larger burnt
areas against the CNTL run (Fig. 4.23b). In each experiment, the fire propagation was driven by the
mean flow, which was affected by the morphological characteristics of the surroundings. In CNTRL
simulation, the fire initially spread towards east (approximately until 19Z on 23/07), while it developed
an east-northeast (east-southeast) direction in NTOPO (TOPOP). At 20Z, on 23/07, the CNTRL fire
perimeter matched with the NTOPO burnt area (not shown), due to the presence of a north-westerly
flow descending from Penteli Mt, but overall, the higher NTOPO wind speed values since ignition
(orange dashed line, Fig. 4.23b), emanating from the lack of topography, contributed to faster burning
rates (2.0 ha/5min against 1.8 ha/5min on average). At the same time, in TOPOP experiment, a
convergence region (with local maximum of ~15 m s?) over the fire area (not shown) led to an
escalating fire behavior (2.8 ha/5min on average), albeit it moved southwards and dissipated in the
following hours. As a result, the TOPOP burnt area presented an extended south flank (red line, Fig.
4.23b) at 00Z, on 24" of July 2018 in contrast to the CNTRL fire area.
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for the a) KINETA and b) MATI fire events, respectively.



4.6.3.2 Impact of ignition parameters to fire evolution

Minor choices on the model setup and configuration may influence the results and the accuracy of the
simulation overall. In this sub-section, the sensitivity of the user defined ignition parameters (time,
location, type and initial rate of spread during ignition) and fuel information in the WRF-SFIRE modeling
system is investigated, through a number of numerical experiments.

Seven experiments were performed in order to investigate how different choices regarding the time
and the location of ignition, the type of ignition (point or line), the radius and the ignition rate of spread
(ROS, rate of spread during ignition until the specified radius is reached) and the fuel model influence
the simulated burnt area. From the aforementioned, the ignition’s spatiotemporal input is crucial for
the properly response of the WRF-SFIRE model and it is usually the least available information during
the first stages of a fire. Table # summarizes the experimental setup of each simulation.

Table 4. 3. Experimental setup of each simulation

Experiment Ignition type Initial radius Initial ROS Time of ignition Fuel type
(fdx = 27.7 m) (ms?) (UTC)

Name Point Line 1fdx 2fdx 0.1 6 13:47 13:57 2 6
Exp00 (CTRL) = X X X X X
Exp01 X X X X X
Exp02 X X X X X
Exp03 X X X X X
Exp04 X X X X X
Exp05 X X X X X
Exp06 X X X X X

Fig. 4.24 presents the time evolution of the simulated burnt area in each experiment. In general, in
experiments with point ignition (Exp00, Exp01, Exp02 and Exp04), the fire front advances slower than
in the experiments with line ignition (Exp04, Exp05 and Exp06). Approximately one hour since ignition
(Fig. 4.24a), only the simulated fires in Exp05 and Exp06 sensitivities have built up their momentum
and advance rapidly towards the coast (at this point these two experiments do not present any
differences in the input data). Moreover, the fire in the experiment with line ignition and initial ROS
equal to 0.1 m s (Exp04) has started to develop, showing how the initial ROS during ignition affect the
resulting fire area. In the rest of the experiments, the corresponding fire areas are less than 10 ha.

At 1800 UTC (Fig. 4.24b), the fire front in Exp05 has reached the coastal area, while Exp04 and Exp06
present similar behavior but lower spread rates. It seems that the initial ROS of 6 m s and the NFFL
fuel type 6 affected the most the spread rates at the first hours of the fire, as the maxima of the
simulated wind were observed in that time period. Moreover, point ignition (the most accurate type
of physical represented mechanism) failed to reproduce the fast moving fire front, in all corresponding
experiments at the early stages of the fire, as it took long time for the fire to reach on the fire mesh
nodes (not shown). At 2100 UTC (Fig. 4.24c), only the fire fronts of Exp00 and ExpO01 sensitivities do
not reach the coast, as the fire burns on NFFL fuel type 2 (timber grass and understory), which presents
lower fuel load and burning time than the NFFL fuel type 6. The latter in conjunction with the weakened
simulated wind field and its deviation from the westerly flow justifies the shape of the simulated fire
areas compare to the other experiments. Moreover, Exp04 and ExpQ5 produces similar burnt areas,
albeit in Exp05 the fire propagated along the flanks at the past 3 hours, with lower spread rates. The
southwards expansion of the burnt area at 00 UTC on 24th of July 2018 (Fig. 4.24d), in all sensitivity
runs is due to changes in the simulated wind field, which gradually turned from west to northwest
directions.

141



n— Valid: 2018-07-23_15UTC Valid: 2018-07-23_18UTC
38°4'N
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Exp00 Exp00
— Exp01 Exp01
Exp02 Exp02
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Exp04 Exp04
Exp05 Exp05
38°1'N Exp06 ExpOG
38°N
00
37°59'N

1 Short grass (1 ft) 5 Brush (2 ft) 9 Hardwood litter 13 Heavy logging slash
2 Timber (grass and understory) 6 Dormant brush, hardwood slash 10 Timber (litter + understory) 14 No fuel

3 Tall grass (2.5 ft) 7 Southern rough 11 Light logging slash

4 Chaparral (6 ft) 8 Closed timber litter 12 Medium logging slash

Fig. 4. 24. Simulated burnt area (contour) and NFFL fuel models (shaded contours) at a) 15 UTC, b) 18 UTC, c) 21
UTC on 23rd of July 2018 and d) at 00 UTC on 24th of July 2018, in each experiment. Black line represents the
actual burnt area. A and B are the locations of the point ignition in Exp00, Exp01, Exp02 and Exp03,
respectively. Pixels with NFFL fuel type 6 were assigned as NFFL fuel type 2 in Exp00, Exp01 and Exp06
experiments (horizontal stripes in b).

4.7 Discussion

This chapter presented the prevailing synoptic and surface weather conditions on 23™ of July 2018, in
which two devastating fires ignited at Attica region, with 101 fatalities during the deadly fire at the
area of Kallitehnoupolis, Neos Voutzas and Rafina settlements (MATI event) and over 8000 ha burned
at KINETA event. It also examined the role of topography on the modification of the mean flow and its
impact on the fire behavior in each event, through a number of high resolution numerical experiments.

The too complex morphological features in the wider area of Attica region did not allow for highly
idealized numerical simulations at very fine resolutions (< 100 m), while the unavailability of
radiosonde data and surface observations from a denser weather station network set some limitations
to the analysis of the meteorological conditions that affected the fire propagation. Although the model
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errors align with the bibliography for the wider area of Mediterranean region, they can be attributed
to several factors. Karacostas et al. (2018) showed that the upper-air synoptic circulation type plays an
important role in the performance of the WRF model. In addition, initialization errors due to the low
density of surface and upper-air observations in the wider area, deficiencies in the representation of
the physical mechanisms and in morphological features (e.g. topography, land uses) are some possible
reasons contributing to the above discrepancies. In addition, the numerical experiments performed at
high horizontal resolution (WRF-d03: dx = dy = 0.555 km), where predictability decreases as
approaching the boundary layer processes deterministically (Mukherjee et al., 2016).

The examination of the physical processes that produced such windy conditions on the leeward slopes
of Gerania Mts. and Penteli Mt., on 23" of July 2018, did not reveal any distinctive mechanism involved.
However, the lower atmosphere was subjected to vertical oscillations, where the complex terrain
modified the mean airflow by inducing orographic waves, with wavelengths below 2 km. The presence
of vertically propagating mountain waves requires specific criteria to be met, as described in Section
4.5. The control simulation (sub-section 4.6.2.1) did not resolve, either a mean-state critical level
(reversed flow or mean flow equal to zero) or an inversion layer, albeit a vertical variation on the static
stability with height was observed. The altered airflow showed also a transient resemblance of a
hydraulic jump downstream of Penteli Mt., while on the lee-slopes of Gerania Mts. a strong vertical
wind shear was evident. Moreover, the numerical simulations presented a sinking on the isotachs over
the Attica region, where the highest wind speeds simulated. Although this feature needs further
investigation, it is associated with downward transport of energy and momentum, as the subtropical
jet passed over Central Greece. As a result, the question whether the hydraulic or vertically
propagating wave theory applies in this case can be answered only in a qualitatively manner.

The effect of topography to fire behavior found to be different in the two cases. The isolated Gerania
Mts. (KINETA event) influenced the lee-slope surface winds in a more linear way, where the presence
of the particular barrier clearly enhanced the katabatic flow, which led to warmer and drier conditions
at surface and thus affected the predicted total burnt area. On the other hand, Penteli Mt. (MATI
event) contributed to the modification of the flow in the vicinity of the fire non-linearly, due to the
surrounding complex terrain. The analysis indicated possible interferences on the flow by Hymettus
Mt., which either amplified or diminished the surface winds in the sensitivity experiment (TOPOP).

The different fire ignition times resulted to different burnt areas as the temporal variation of simulated
wind affected the fire spread rates, while the location of ignition point slightly improved the simulated
burnt area. The most positively contributing factor was the initial rate of spread during ignition in the
line ignition mechanism, where the model was able to capture the fast fire front propagation of the
simulated event at the early stages of the fire.

The coupled model was able to reproduce the total burnt area in each event in a satisfactory way,
taking advantage of the wind-driven propagation, where the fire behavior is mainly controlled by the
mean flow (Morvan, 2011). In both fire events, the modeled fire required a “spin-up” time in order to
develop a quasi-steady state, therefore discrepancies occurred in the temporal evolution of the
predicted fire mostly at MATI event, as the fire module failed to represent the aggressive fire
propagation. Given that the highest surface winds simulated during this “spin-up” period, the
mismatch in fire spread rates is reasonable. Although, the same “delay” presented also in the fire at
Gerania Mts., it had a lesser impact on its temporal evolution as the sustained windy conditions
affected the propagation rates longer due to its earlier ignition time.

Another factor that adds limitations and inherits errors to the predicted fire is that the fire model
(SFIRE) represents fire propagation only as surface fire (Mandel et al., 2011). In fact, the deadly fire at
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East Attica (MATI) was characterized as canopy fire, at least upon arrival at the wildland urban interface
of Neos Voutzas, Rafina, Mati and Kokkino Limaki settlements, which contributed to extreme spread
rates and fire spotting (Egorova et al., 2019; Fernandez-Pello, 2017). In addition, the empirical fire
spread formula (Rothermel, 1972) have not been validated at high wind speeds (Coen et al., 2018),
while there is a hardcoded upper limit (6 m s2) in the predicted rate of spread (ROS) inside the fire
module.

It is evident that the representation of the fuel conditions greatly affected the modeled fire behavior,
where additional sensitivity experiments revealed the need for the applied fuel model reclassification
in the area of MATI event (described in Section 3). Recently, two studies (Giannaros et al., 2019;
Lagouvardos et al., 2019) investigated the performance of WRF-SFIRE modelling system in the case of
MATI event. As they were closely related to each other, both studies utilized a fuel representation
dataset, based on Scott and Burgan (2005) fuel models and additional custom fuels, albeit this dataset
was constructed on relatively coarse resolution (100 m x 100 m).

Moreover, the conversion and resampling of the relatively coarse resolution CORINE land use data
(100 m x 100 m) into NFFL fuel models (30 m x 30 m) introduced errors, as the sub-grid variability in
the fuel composition was not reflected inside the model, while the fuel moisture was tuned through
the activation of the embedded fuel moisture model (Mandel et al., 2014), with no further adjusting.
Even though the aforementioned conversion was based on literature, it stresses out the need for a
common strategy regarding the mapping and representation of fuels at national level. Finally, the fire
model did not account for fire-fighting operations, which play an important role in the shape of the
final burnt area, albeit in the case of the MATI fire event, the response time was very limited.

4.8 Summary and conclusions

Two extreme fire events took place on 23™ of July 2018 at Attica region, Central Greece under
favorable atmospheric conditions (high surface temperatures and wind speeds, low relative humidity
values). The fire at East Attica (Kallitehnoupolis, Neos Voutzas, Rafina, Mati and Kokkino Limanaki
settlements) was the deadliest fire in Greek history, with 103 fatalities. The extreme windy conditions
in conjunction with the morphological features of the area (wildland urban interface) resulted in
aggressive spread rates and fire behavior, burning 1275.9 ha in total, until the early hours on 24" of
July 2018. According to HNMS weather station data at Rafina site, which destroyed by the fire, the
maximum recorded temperature was 39 °C, wind speed reached 11.8 m s, with maximum gustiness
of 25.2 m s-1. The fire at Gerania Mts. (West Attica) maintained until the late hours on 25% of July
2018, where the fire area was 5613.3 ha, as obtained from the Copernicus EMS — Mapping platform.

The online coupled WRF-SFIRE modelling system was utilized in order to simulate these two extreme
fire events, analyze the prevailing synoptic and local atmospheric conditions and examine the impact
of complex terrain to the mean flow and fire behavior. The model validated in terms of temperature,
relative humidity and wind speed against the available HNMS surface observations and found to be
consistent with the literature. The very high resolution (0.555 km x 0.555 km) simulations revealed the
presence of induced orographic waves, paths of high winds on the lee-slopes, transient resemblance
of a hydraulic jump downstream of Penteli Mt., while indicated a downward transport of energy and
momentum during the maximum wind speed occurrences. The turbulent and dynamically unstable
conditions on the lee-slopes of Gerania Mts. and Penteli Mt. contributed to the flow kinetic energy,
while vorticity provided additional forcing into the fire spread rates. Although the predicted fire
perimeters were in agreement with the observed ones, there was a time-lag in the development of
the fire momentum and thus discrepancies on the temporal evolution of the modeled fires.
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Sensitivity experiments indicated quite different influences of topography in each fire event, where
the isolated Gerania Mts contributed to warmer, drier and windier conditions leeward, while Penteli
Mt. had a lesser impact on atmospheric variables downstream. The warm front feature and the
increase on surface wind all along the Messogia Plains and east coastal area of Attica were common in
all sensitivity experiments, supporting further the aforementioned downward transport of
momentum. Nevertheless, variations in local maxima (e.g. temperature, wind speed) were observed
and their spatial distribution affected the fire behavior non-linearly.

The choice of the user defined ignition parameters affected also the evolution of the simulated fire at
MATI event. These choices rise in the framework of an emergency response system, where the ignition
time and location are not always accurately available during the early hours of a wildfire. The type of
ignition along with the rate of spread during ignition influenced the most the fire propagation at the
early stages of the fire. The experiment with line ignition, high initial ROS and more representative fuel
model in the area of interest reproduced the fast advancing fire front the most, while the most evident
discrepancies were presented in the experiment with point ignition, low initial ROS and false
information about the fuel conditions in the area. Fuel description had a lesser impact on the simulated
rate of spreads during the early stages of the fire but influenced its behavior later. In addition, the
period of the simulated wind maxima coincided with the early hours of the fire, acting synergetic to its
evolution in the experiments where the fire had already built up its momentum.

The 1 to 20 ratio between atmospheric and fire mesh, led to a horizontal discretization of
approximately 30 m x 30 m for the fire model, which is close to the available topographical SRTM data.
Despite the very fine resolution, certain physical processes regarding the atmosphere-fire interactions
were not resolved, such as the observed (Sentinel 2A) lateral fire spread at KINETA event, revealing
potential limitations due to relative coarse resolution for these processes. Also, the potential
contributions of Parnitha and Hymettus Mts. to the mean flow over the wider area has not been
addressed, paving the way for further investigation. Finally, additional studies would be useful in order
to understand the limitations that arise due to the simplified physical approach of numerical solving
mixed complex problems at different scales.
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Chapter 5
Conclusions and key remarks

This PhD dissertation investigates atmosphere —fire interactions by utilizing an online coupled
atmosphere — fire numerical model (WRF-SFIRE) which is a combination of a numerical weather
prediction (NWP) model with a semi-empirical numerical fire spread model. It consists of five distinct
chapters, which introduce, present, investigate, evaluate and discuss several aspects on atmosphere
interactions with wildland fires. It also addresses the performance of the coupled model by utilizing a
number of surface observational data from the Hellenic National Meteorological Service (HNMS) and
several EO data, which are provided by the Meteosat SEVIRI, SENTINEL-2, Aqua and Terra (MODIS) and
Suomi-NPP (VIIRS) satellites, respectively. Moreover, the present PhD dissertation exploits the
capabilities of WRF-SFIRE across several spatial scales, from mesoscale analysis on fire weather
conditions during high-impact fire events to microscale analysis on highly idealized experiments, in
Large Eddy Simulation (LES) mode. Next, the conclusions of this work are elaborated, following by the
concluding key remarks.

5.1 Conclusions

5.1.1 The heat extinction depth concept: An application to the WRF-SFIRE modelling system
Eight highly idealized simulations were performed in order to investigate how the e-folding depth of
the released sensible and latent heat fluxes from a surface fire into the lowest atmospheric
computational domain of the WRF-SFIRE modelling system are affecting the evolution of the modelled
fire. Since the vertical distribution of the fire’s energy is not resolved explicitly in the coupled model
but is parametrized by assuming an exponential decay with height, an assessment of the
aforementioned formulation is necessary.

The analysis revealed that the choice of the z.x: parameter not only affects the vertical distribution of
the fluxes but also the amount of the released energy from the surface fire. The higher the z.x value,
the higher the percentage of the released energy that resides on the first theta model level. For zex
equal to 5 m it was found that only ~31.4% of the heat fluxes from the surface fire was entering into
WREF (at 1% theta level), while for zex = 200 m, approximately 97% of the ground heat fluxes were
inserted into the 1% theta level. Moreover, the results indicate that the height of the sigma levels can
lead to further underestimation of the amount of the fire’s energy that enters into the WRF domain,
in the case where the ze value is lower than the first theta (mass) level. Since in real simulations the
1t theta level is usually much higher than in the experiments of this study, the latter must be taken
into consideration upon configuration of the fire model. In addition, a linear behavior regarding the
maximum injection height as a function of z.x parameter was found.

In the surface, the ext15m sensitivity run produced the fastest advancing fire fronts, as rates of spread
(ROS) equal to 5.97 m st were simulated only in this experiment. The average ROS was 1.54 m s, while
in the rest experiments, the corresponding values were not greater than 0.5 m s. The temporal
evolution of the predicted fire area was in line with the temporal ROS peaks and found different in
each experiment. The calculated burn probabilities revealed that under identical initial atmospheric
conditions but different e-folding depths discrepancies may occur in the resulted fire area.
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The so called “power of the fire” was also examined, revealing differences in the released energy from
the surface fire both in time and magnitude between experiments. The ext015m presented the highest
temporal heat output peak (~41,000 MW), which led to erratic fire behavior and “blow-up” conditions
at the end of the analyzed period. At the same time window, the maximum heat output in the ext005m
run was found equal to ~33,000 MW, causing CFL violations and early termination of the simulation.
In ext200m model run, heat release rates higher than 8,000 MW (max. ~13.100 MW) are produced in
the middle of the analysis, resulting to high fire area growth rates.

The coupled WRF-SFIRE model was able to reproduce certain flow characteristics such as the
convergence region ahead of the fire front and the descending rear inflow to the updraft’s base. The
interactions between the ambient environment and the surface plume resulted into the formation of
two main longitudinal horizontal vortices, which acted as inflow to the front of the half-upper part of
the fire plume or interacted mostly with the surface. A possible mechanism is the reorientation of the
shear-generated horizontal components of vorticity (wx, wy) in the ambient atmosphere due to the
presence of fire plume and the convergence that occurs in vertical, while the stability profile of the
atmosphere or even the presence of the inversion layer aloft could also contributed to their formation.

The highest vertical velocities were simulated in the ext015m experiment (max. 34.3 m s) as a
response to the high amount of released energy from the ground, but one should keep in mind the
relatively small frequency of the model outputs (every 5 minutes). Thus, higher values could be
encountered. The strongest downdrafts were also met in the ext015m sensitivity (max. 11.4 m s, at
~43 m agl. Both maximums (upward and downward velocities) were encountered during the blow up
conditions, at 60 min since ignition. In addition, the vertical distribution of upward velocities in almost
all experiments (except in ext025m) was similar, where higher velocities were presented around 2 km
agl and were decreasing up to the plume top.

In general, an increase of the z. parameter leads to weaker time-averaged potential temperature
anomalies both close to the ground and in the top of the convective plume. However, the temporal
peaks in theta anomalies do not follow any linearity and their occurrence varies both in time and space.
In all experiments, the absolute minimum potential temperature anomaly occurred at 1rt theta level
(~5.8 m), while the maximum theta anomaly is met at 1rst theta model level only in the CNTRL,
ext005m, ext010m, ext015 and ext025m experiments. For the ext075m, ext100m and ext200m
sensitivity runs, the maximum theta anomaly is located at 6™ (~71.5 m), 11" (~155.7 m) and 9*" (~119.5
m) mass level, respectively. Strong negative potential temperature anomalies were observed in
ext015m (max. 207.3 K) and less intense minima in the rest experiments.

The time-mean plume-averaged properties indicated negative differences in plume vertical velocities,
in ext075m, ext100m and ext200m up to ~ 1 km agl and positive aloft, while positive differences were
observed in ext005m, ext010m, ext015m and ext025m experiments up to 2 km agl. In the layer
between ~1200 m and ~1300 m agl, all experiments presented thinner plumes than in CNTRL, which
coincided with the regime of higher vertical velocities in this layer. The vertical profiles of mass flux
presented mostly negative discrepancies up to ~1200 m agl (except in ext200m sensitivity) compare
to CNTRL’s one and positive differences aloft. Close to the ground and specifically up to ~18 m agl, all
simulations but two (ext100m and ext200m) produced higher water vapor plume excesses than CNTRL,
while discrepancies on plume temperature excesses occured up to ~600 m agl. Aloft the differences
became essentially zero against to CNTRL's vertical profile.

The analysis on near surface dynamics revealed discrepancies in the patterns and the magnitude of
vertical vorticity and divergence fields, in the shape of the fire perimeter and the location of the fire
head. Low e-folding depth values produced more organized and intense counter-rotating vertical
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vorticity pairs and regions along the fire flanks and in front of the active fire head, whilst in the
sensitivities with z.x greater than 50 m, this vorticity was less organized and more transient.

The vorticity equation budget analysis showed that the solenoidal term, which generates vorticity, was
up to twelve orders of magnitude less than the other terms. During the “blow-up” conditions in
ext015m sensitivity run, the latter amplified its strength up to four orders, where the vertical advection
term presented the highest maximum among the other terms. In CNTRL experiment and at 50 m agl|,
the horizontal advection of vertical vorticity contributed the most to the increase of vorticity, while
the tilting/twisting term was dominant at the early stages of the fire, where the ambient shear-
generated horizontal vorticity, wy, was oriented into vertical due to buoyant gradients from the surface
fire.

5.1.2 Numerical investigation of atmosphere-fire interactions during extreme fire events in
Attica region

Two extreme fire events took place on 23™ of July 2018 at Attica region, Central Greece under
favorable atmospheric conditions (high surface temperatures and wind speeds, low relative humidity
values). The online coupled WRF-SFIRE modelling system was utilized in order to simulate these two
extreme fire events, analyze the prevailing synoptic and local atmospheric conditions and examine the
impact of complex terrain to the mean flow and fire behavior.

The model was validated in terms of temperature, relative humidity and wind speed against the
available HNMS surface observations by applying the Inverse Distance Weighting (IDW) method, the
Cressman method and a 4-grid point method. According to IDW method, the model overestimated
Tmp and Wspd by 1.440.2 K and 1.940.3 m s, while the ME in Rh is underestimated (-3.7+1.0 %). The
MAE (RMSE) of Tmp, Rh and Wspd were found equal to 1.8+0.1 (2.2+0.8) K, 8.7+0.7 (11.6+5.0) % and
2.840.2 (3.6%£1.3) m s, respectively. The forecast and observed temperature values were highly
correlated (Pearson, 0.92), while for the relative humidity and wind speed, the Pearson correlation
coefficients were found equal to 0.75 and 0.56. Also, the standard deviation (STDEV) for the Tmp, Rh
and Wspd MAEs were 1.3 K, 7.7 % and 2.2 m s, respectively. The Cressman method produced same
results as the IDW method for Tmp and Wspd variables, while slightly affected the scores of Rh.
Differences on skill scores appeared for Rafina site, where the underestimation of Rh was decreased
from -4.6 % to -3.8 % in comparison to the ME from the IDW method, while the MAE (RMSE) decreased
by 0.3 % (0.4 %). By applying the 4 grid point method to the verification procedure, the model errors
(MAE, RMSE) are reduced in all variables under examination. The model underestimates Rh (-3.5+1.0
%), while Tmp and Wspd are overestimated (1.3+0.2 K, 1.7+0.3 m s) as in the previous two methods.

The very high resolution (0.555 km x 0.555 km) simulations revealed the presence of induced
orographic waves, paths of high winds on the lee-slopes, transient resemblance of a hydraulic jump
downstream of Penteli Mt., while indicated a downward transport of energy and momentum during
the maximum wind speed occurrences. Worth of noting is the front-like feature of high temperatures
at the vicinity of MATI, accompanied by high wind speeds with maxima of ~18 m s, propagating
eastwards towards the coast.

The turbulent and dynamically unstable conditions on the lee-slopes of Gerania Mts. and Penteli Mt.
contributed to the flow kinetic energy, while vorticity provided additional forcing into the fire spread
rates. At KINETA event, regions of negative (anticyclonic) vorticity values were located downwind of
the land, suppressing the smoke emissions close to the surface, over the sea and southwards, where
the smoke plume tended to rise, as positive (cyclonic) wy values dominated. Noticeable was also the
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pair of cyclonic and anticyclonic vortices upwind to the plume and over the land, evident of the
turbulent conditions in the area. Moreover, a pattern of anticyclonic rolls in the layer between 500 to
1500 m over the sea was shown. Regarding the temporal evolution of the plume, at 11:45 UTC, fire
emissions extent up to 1.5 km, while high concentrations are observed close to the ground. The
anticyclonic vortex was still present but was reduced in magnitude, as embedded positive wy vorticity
regions allowed the vertical extension of the smoke over the sea. A cross-section, also at 11:45 UTC
revealed a vortex pair, where in each core lied high smoke concentrations, while the plume had
reached approximately at 2 km.

At MATI event, examination of the vertical profile of the y component of the vorticity vector (s), wy,
showed an area of positive w, values (~0.02 s) close to the ground, resulting to vorticity driven flow
prior to the fire ignition (13:30 UTC). A layer of negative wy values existed between 1.5 km to 2.5 km,
while a core of wind speeds greater than 25 m s (50 knots) was also shown in the layer between 1.0
km to 2.0 km. The cyclonic vortices were maintained until the late evening hours, providing additional
forcing into the fire spread rates and the vertical mixing. In addition, at the same time, cyclonic vortices
with their rotation axis parallel to the mean flow (wx vorticity) were resolved by the model, appearing
upwind, over and downwind of Penteli Mt. Also, a well-organized cyclonic vortex was evident over the
Messogia Plain, which it is assumed that it was generated due to the presence of Hymettus Mt.

At KINETA, the observed fire radiative power (FRP) on 23/07 lied between 5.7 W m= (~20:40 UTC) to
2012.3 W m2 (~09:35 UTC), while at MATI, the FRP ranged from 6.9 W m to 56.3 W m?, during the
Terra satellite passing (~20:40 UTC). Also, the Suomi-National Polar-orbiting Partnership (S-NPP)
satellite completed one pass on 23/07 (~11:40 UTC) and another one, on 24/07 (~00:00 UTC), over
Attica region, with recorded VIIRS-FRP maxima equal to 187 W m (~11:42 UTC, 23/07) and 17.1 W m’
2 (~00:00 UTC, 24/07) at KINETA and MATI, respectively.

Although the predicted fire perimeters were in agreement with the observed ones, there was a time-
lag in the development of the fire momentum and thus discrepancies on the temporal evolution of the
modeled fires. For KINETA, the total burnt area according to the WRF-SFIRE modelling system (from
23/07, 09Z until 24/07, 12Z) was 8336.82 ha, approximately 48% greater than the observed one
(5613.3 ha, Copernicus EMS-event EMSR300). The mean rate of fire area growth was found equal to
0.04 ha/5min, while the maximum accumulated heat fluxes from the fire were 245.3 MW m™, at 13:45
UTC. The rapid increase in the released heat fluxes since ignition, is placed at approximately at 11:15
UTC and is associated with the ignition of an additional fuel type (NFFL fuel type 7, Southern rough)
with high moisture of extinction values (~40%) and live foliage flammability. In the case of the deadly
fire at MATI, the fire model produced higher burnt area growth rates (average equal to 0.09 ha/5min),
representative of the actual fire propagation. The total modeled burnt area, at 00Z on 24/07, since
ignition (23/07, ~13:49 UTC) was 1083.26 ha, against 1275.9 ha, as recorded in the EMSR300 data.
Also, two distinctive peaks in the heat fluxes from the fire at MATI (black dashed line) are presented,
which slightly affected the slope of the fire area line (black solid line). The local heat maxima are almost
three times lower than the global maximum heat fluxes at KINETA, because of the different fuel types
and most importantly the lower modeled wind field, at the time of occurrence.

Sensitivity experiments indicated quite different influences of topography in each fire event, where
the isolated Gerania Mts contributed to warmer, drier and windier conditions leeward, while Penteli
Mt. had a lesser impact on atmospheric variables downstream. The warm front feature and the
increase on surface wind all along the Messogia Plains and east coastal area of Attica were common in
all sensitivity experiments, supporting further the aforementioned downward transport of
momentum. Nevertheless, variations in local maxima (e.g. temperature, wind speed) were observed
and their spatial distribution affected the fire behavior non-linearly.
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The type of ignition along with the rate of spread during ignition influenced the most the fire
propagation at the early stages of the fire. The experiment with line ignition, high initial ROS and more
representative fuel model in the area of interest reproduced the fast advancing fire front the most,
while the most evident discrepancies were presented in the experiment with point ignition, low initial
ROS and false information about the fuel conditions in the area. Fuel description had a lesser impact
on the simulated rate of spreads during the early stages of the fire but influenced its behavior later. In
addition, the period of the simulated wind maxima coincided with the early hours of the fire, acting
synergetical to its evolution in the experiments where the fire had already built up its momentum.

5.2 Key remarks

The WRF-SFIRE modelling system was able to reproduce several observed flow characteristics
during a wildland fire, in Large Eddy Simulation (LES) mode.

The user-defined extinction depth parameter (zex:) not only affected the vertical distribution
of the released fire fluxes into the lower atmospheric layer but also controlled the amount of
the energy that resides on the first model level.

Under identical initial condition but different extinction depths discrepancies occured in the
simulated fire area, due to different responses between the fire heat output and flow
dynamics.

Maximum updraft velocities up to 34 m s were observed, as a response to the high amount
of released energy and the resulted convection. The higher upward velocities were presented
around 2km above ground level .The strongest downdrafts were equal to 11.4 m s and
simulated at ~43 m above ground level.

By increasing the z.« parameter, the time-averaged potential temperature anomalies
weakened close to the ground and at the top of the convective column. The temporal peaks
of the anomalies did not follow any linearity and their occurrence varied both in time and
space.

The different values of the z.x: parameter affected the time-mean plume-averaged properties,
where lower (higher) plume vertical velocities were encountered in the sensitivities with high
(low) zext values close to the ground. Moreover, the absolute maximum plume temperature
excesses were equal to 373 °C against the control simulation.

Low e-folding depth values produced more organized and intense counter-rotating vertical
vorticity pairs and regions along the fire flanks and in front of the active fire head, whilst in the
sensitivities with higher zey, this vorticity was less organized and more transient.

The solenoidal term was up to twelve orders of magnitude less than the other vorticity
equation terms. Close to the ground, the horizontal advection of vertical vorticity ({)
contributed the most to the increase of {, while the tilting/twisting term was dominant at the
early stages of the fire.

The synoptic analysis during the extreme fire weather conditions on 23™ of July 2018 revealed
the presence of a positively tilted trough over the Central Mediterranean, moving eastwards
and interacting with the subtropical jet, resulting in a strong westerly flow over Greece. The
AWS in Penteli Mt recorded gusts reaching 25 m s between 1230 and 1430 UTC, while several
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HNMS surface stations in the wider area recorded wind gusts exceeding 20 m s between 1200
and 1730 UTC.

The evaluation of the WRF-SFIRE revealed good performance in terms of temperature, relative
humidity and wind speed in all verification methods that were employed. In general, the model
overestimated the air temperature and wind speed, while underestimated the relative
humidity.

The predicted fire perimeters (burnt areas) in both events were in satisfactory agreement with
the observed ones, but there were time lags in the initial development of the fires” momentum
and subsequently, discrepancies on the temporal evolution of the modeled fires occurred.

The simulations revealed the presence of induced orographic waves, paths of high winds on
the lee-slopes, transient resemblance of a hydraulic jump downstream of Penteli Mt., while
indicated a downward transport of energy and momentum during the maximum wind speed
occurrences.

The turbulent and dynamically unstable conditions on the lee-slopes of Gerania Mts. (KINETA)
and Penteli Mt. (MATI) contributed to the flow kinetic energy, while vorticity provided
additional forcing into the fire spread rates.

Quite different influences of topography in each fire event were found, where the isolated
Gerania Mts contributed to warmer, drier and windier conditions leeward, while Penteli Mt.
had a lesser impact on atmospheric variables downstream.

The type of ignition along with the rate of spread during ignition influenced the most the fire
propagation at the early stages of the fire. Fuel description had a lesser impact on the
simulated rate of spreads during the early stages of the fire but influenced its behavior later.
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Appendix |

Statistical formulas
Mean Error (ME):

n
1
= —Z(forecast — observation)
n

i=1

Mean Absolute Error (MAE):

n
1
MAE = —zlforecast — observation|
n
i=1

Root Mean Square Error (RMSE):

n
1
RMSE = EZ(forecast — observation)?

i=1
95% confidence interval (normal distribution):

sample's standard deviation

X +1.96
Vn

Spatial interpolation formulas
Inverse distance weighting (IDW):

dlst2

z dlst2
Gressman Method:
4
[(dxz — dist,zl)Z ]
- dx? + distz) ™™
1=
2
(dx2 — dist%)
- dx? + dist?
1=

7 =

Meteorological variables
Vapor pressure:

r -
p(hPa) -r(%) -1073

0622+r(,fr) 10-3
gr

e(hPa) =
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Saturation vapor pressure:

17.38'T(K)
emax(hPa) = 6.11-¢ 239+T(K)
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Appendix Il
Tables

Table B.1:Sigma model coordinate, mass-theta height (m) and Az between mass levels, during the first time-step
of the WRF-SFIRE.

Model level sigma Mass level Mass height (m) Az (m)
0 1 0 5.78972
1 0.998205 1 17.6633 11.87358
2 0.99632 2 30.141 12.4777
3 0.994341 3 43.2546 13.1136
4 0.992263 4 57.0366 13.782
5 0.990081 5 71.5201 14.4835
6 0.987791 6 86.7399 15.2198
7 0.985387 7 102.733 15.9931
8 0.982864 8 119.537 16.804
9 0.980216 9 137.193 17.656
10 0.977438 10 155.742 18.549
11 0.974524 11 175.229 19.487
12 0.971467 12 195.698 20.469
13 0.968261 13 217.198 21.5
14 0.9649 14 239.779 22.581
15 0.961375 15 263.492 23.713
16 0.95768 16 288.392 24.9
17 0.953808 17 314.538 26.146
18 0.94975 18 341.988 27.45
19 0.945499 19 370.806 28.818
20 0.941046 20 401.057 30.251
21 0.936383 21 432.81 31.753
22 0.931501 22 466.134 33.324
23 0.926391 23 501.104 34.97
24 0.921043 24 537.797 36.693
25 0.915448 25 576.292 38.495
26 0.909596 26 616.671 40.379
27 0.903478 27 659.017 42.346
28 0.897082 28 703.42 44.403
29 0.890399 29 749.972 46.552
30 0.883418 30 798.771 48.799
31 0.876128 31 849.919 51.148
32 0.868517 32 903.521 53.602
33 0.860576 33 959.683 56.162
34 0.852292 34 1018.52 58.837
35 0.843655 35 1080.13 61.61
36 0.834654 36 1144.65 64.52
37 0.825276 37 1212.2 67.55
38 0.815511 38 1282.92 70.72
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Model level sigma Mass level Mass height (m) Az (m)
39 0.805348 39 1356.93 74.01
40 0.794775 40 1434.38 77.45
41 0.783783 41 1515.5 81.12
42 0.77236 42 1600.67 85.17
43 0.760496 43 1690.18 89.51
44 0.748181 44 1784.14 93.96
45 0.735406 45 1882.57 98.43
46 0.722163 46 1985.61 103.04
47 0.708442 47 2093.42 107.81
48 0.694236 48 2206.21 112.79
49 0.679538 49 2324.21 118
50 0.664343 50 2447.62 123.41
51 0.648644 51 2576.64 129.02
52 0.632438 52 2711.53 134.89
53 0.615722 53 2852.53 141
54 0.598494 54 2999.88 147.35
55 0.580752 55 3153.84 153.96
56 0.562499 56 3314.68 160.84
57 0.543735 57 3482.68 168
58 0.524464 58 3658.13 175.45
59 0.504691 59 3841.32 183.19
60 0.484423 60 4032.58 191.26
61 0.463668 61 4232.24 199.66
62 0.442436 62 4440.64 208.4
63 0.420738 63 4658.16 217.52
64 0.398588 64 4885.19 227.03
65 0.376002 65 5122.13 236.94
66 0.352994 66 5369.35 247.22
67 0.329586 67 5627.27 257.92
68 0.305796 68 5896.39 269.12
69 0.281647 69 6177.23 280.84
70 0.257162 70 6470.37 293.14
71 0.232366 71 6776.43 306.06
72 0.207286 72 7096.1 319.67
73 0.181951 73 7430.16 334.06
74 0.156388 74 7779.44 349.28
75 0.130629 75 8144.99 365.55
76 0.104704 76 8528.01 383.02
77 0.078645 77 8929.81 401.8
78 0.052486 78 9351.87 422.06
79 0.02626 79 9795.89 444.02
80 0
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Table B.2: Anderson’s thirteen (13) fuel categories as they are used by default in the WRF-SFIRE. Adopted from
Anderson (1982), his Table 1.

Fuel loading Moisture of extinction
Fuel model Typical fuel complex 1 hour 10 hours 100 hours Live Fuel bed depth dead fuels
———————————————————— JTons/acre-------—-——-—-—- Feet Percent

Grass and grass-dominated

1 Short grass (1 foot) 0.74 0.00 0.00 0.00 1.0 12

2 Timber (grass and understory) 2.00 1.00 50 50 1.0 15

3 Tall grass (2.5 feet) 3.01 .00 .00 .00 25 25
Chaparral and shrub fields

4 Chaparral (6 feet) 5.01 401 2.00 5.01 60 20

5 Brush (2 feet) 1.00 50 00 200 20 20

6 Dormant brush, hardwood slash 1.50 2.50 2.00 .00 25 25

7 Southern rough 113 1.87 1.50 37 25 40
Timber litter

8 Closed timber litter 1.50 1.00 250 0.00 0.2 30

9 Hardwood litter 292 41 15 .00 2 25

10 Timber (litter and understory) 3.01 200 501 2.00 1.0 25
Slash

ih! Light logging slash 1.50 451 5.51 0.00 1.0 15

12 Medium logging slash 401 14.03 16.53 .00 23 20

13 Heavy logging slash 7.01 23.04 28.05 .00 3.0 25

Table B.3: Input sounding file for the construction of the ideal atmosphere in numerical experiments.

Height (m) Temperature (K) mixing ratio (g kg-1) u(ms?) v(ms?)

0 300 12

25 300 11.95 0

75 300 11.9 2 0
125 300 11.85 0
175 300 11.8 2.1 0
225 300 11.75 2.1 0
275 300 11.58 2.1 0
325 300 11.41 21 0
375 300 11.24 2.1 0
425 300 11.07 2.2 0
475 300 10.9 2.2 0
525 300 10.73 2.2 0
575 300 10.56 2.2 0
625 300 10.39 2.2 0
675 300 10.22 2.3 0
725 300 10.05 2.3 0
775 300 9.88 2.3 0
825 300 9.71 2.3 0
875 300 9.54 2.3 0
925 300 9.37 24 0
975 300 9.2 2.4 0
1025 300 9.03 24 0
1075 300 8.86 2.4 0
1125 300 8.69 24 0
1175 300 8.52 2.5 0
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Height (m) Temperature (K) mixing ratio (g kg-1) u(ms?) v(ms?)
1225 300 8.35 25 0
1275 300 8.18 2.5 0
1325 300 8.01 25 0
1375 300 7.84 2.5 0
1425 300 7.67 2.6 0
1475 300 7.5 2.6 0
1525 301 7.25 2.6 0
1575 302 7 2.6 0
1625 303 6.75 2.6 0
1675 304 6.5 2.7 0
1725 305 6.25 2.7 0
1775 305.2 6.2 2.7 0
1825 305.5 6.15 2.7 0
1875 305.7 6.1 2.7 0
1925 305.9 6.05 2.8 0
1975 306.2 6 2.8 0
2025 306.4 5.95 2.8 0
2075 306.6 5.9 2.8 0
2125 306.8 5.85 2.8 0
2175 307.1 5.8 2.9 0
2225 307.3 5.75 29 0
2275 307.5 5.7 2.9 0
2325 307.8 5.65 2.9 0
2375 308 5.6 2.9 0
2425 308.2 5.55 3 0
2475 308.5 5.5 3 0
2525 308.7 5.45 3 0
2575 308.9 5.4 3 0
2625 309.1 5.35 3 0
2675 309.4 5.3 3.1 0
2725 309.6 5.25 3.1 0
2775 309.8 5.2 3.1 0
2825 310.1 5.15 3.1 0
2875 310.3 5.1 3.1 0
2925 310.5 5.05 3.2 0
2975 310.8 5 3.2 0
3025 311 4.95 3.2 0
3075 311.2 4.9 3.2 0
3125 311.4 4.85 3.2 0
3175 311.7 4.8 3.3 0
3225 311.9 4.75 33 0
3275 312.1 4.7 3.3 0
3325 312.4 4.65 3.3 0
3375 312.6 4.6 3.3 0
3425 312.8 4.55 34 0
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Height (m) Temperature (K) mixing ratio (g kg-1) u(ms?) v(ms?)
3475 313.1 4.5 3.4 0
3525 313.3 4.45 34 0
3575 313.5 4.4 3.4 0
3625 313.7 4.35 34 0
3675 314 4.3 3.5 0
3725 314.2 4.25 3.5 0
3775 3144 4.2 3.5 0
3825 314.7 4.15 3.5 0
3875 3149 4.1 3.5 0
3925 315.1 4.05 3.6 0
3975 3154 4 3.6 0
4025 315.6 3.95 3.6 0
4075 315.8 3.9 3.6 0
4125 316 3.85 3.6 0
4175 316.3 3.8 3.7 0
4225 316.5 3.75 3.7 0
4275 316.7 3.7 3.7 0
4325 317 3.65 3.7 0
4375 317.2 3.6 3.7 0
4425 317.4 3.55 3.8 0
4475 317.7 3.5 3.8 0
4525 317.9 3.45 3.8 0
4575 318.1 3.4 3.8 0
4625 318.3 3.35 3.8 0
4675 318.6 3.3 3.9 0
4725 318.8 3.25 3.9 0
4775 319 3.2 3.9 0
4825 319.3 3.15 3.9 0
4875 319.5 3.1 3.9 0
4925 319.7 3.05 4 0
4975 320 3 4 0
5025 320.2 2.95 0
5075 320.4 2.9 4.1 0
5125 320.6 2.85 4.2 0
5175 320.8 2.8 4.3 0
5225 321 2.75 4.4 0
5275 321.2 2.7 4.5 0
5325 3214 2.65 4.6 0
5375 321.6 2.6 4.7 0
5425 321.8 2.55 4.8 0
5475 322 2.5 4.9 0
5525 322.2 2.45 5 0
5575 322.4 2.4 5.1 0
5625 322.6 2.35 5.2 0
5675 322.8 2.3 5.3 0
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Height (m) Temperature (K) mixing ratio (g kg-1) u(ms?) v(ms?)
5725 323 2.25 5.4 0
5775 323.2 2.2 5.5 0
5825 323.4 2.15 5.6 0
5875 323.6 2.1 5.7 0
5925 323.8 2.05 5.8 0
5975 324 2 5.9 0
6025 324.2 1.95 6 0
6075 324.4 1.9 6.1 0
6125 324.6 1.85 6.2 0
6175 324.8 1.8 6.3 0
6225 325 1.75 6.4 0
6275 325.2 1.7 6.5 0
6325 325.4 1.65 6.6 0
6375 325.6 1.6 6.7 0
6425 325.8 1.55 6.8 0
6475 326 1.5 6.9 0
6525 326.2 1.45 7 0
6575 326.4 1.4 7.1 0
6625 326.6 1.35 7.2 0
6675 326.8 1.3 7.3 0
6725 327 1.25 7.4 0
6775 327.2 1.2 7.5 0
6825 327.4 1.15 7.6 0
6875 327.6 1.1 7.7 0
6925 327.8 1.05 7.8 0
6975 328 1 7.9 0
7025 328.2 0.95 8 0
7075 328.4 0.9 8.1 0
7125 328.6 0.85 8.2 0
7175 328.8 0.8 8.3 0
7225 329 0.75 8.4 0
7275 329.2 0.7 8.5 0
7325 329.4 0.65 8.6 0
7375 329.6 0.6 8.7 0
7425 329.8 0.55 8.8 0
7475 330 0.5 8.9 0
7525 330.2 0.45 9 0
7575 330.4 0.4 9.1 0
7625 330.6 0.35 9.2 0
7675 330.8 0.3 9.3 0
7725 331 0.25 9.4 0
7775 331.2 0.2 9.5 0
7825 3314 0.15 9.6 0
7875 331.6 0.1 9.7 0
7925 331.8 0.1 9.8 0
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Height (m) Temperature (K) mixing ratio (g kg-1) u(ms?) v(ms?)
7975 332 0.1 9.9 0
8025 332.2 0.1 10 0
8075 332.4 0.1 10.1 0
8125 332.6 0.1 10.2 0
8175 332.8 0.1 10.3 0
8225 333 0.1 10.4 0
8275 333.2 0.1 10.5 0
8325 3334 0.1 10.6 0
8375 333.6 0.1 10.7 0
8425 333.8 0.09 10.8 0
8475 334 0.09 10.9 0
8525 334.2 0.09 11 0
8575 334.4 0.09 11.1 0
8625 334.6 0.09 11.2 0
8675 334.8 0.09 11.3 0
8725 335 0.09 11.4 0
8775 335.2 0.09 11.5 0
8825 335.4 0.09 11.6 0
8875 335.6 0.09 11.7 0
8925 335.8 0.09 11.8 0
8975 336 0.09 11.9 0
9025 336.2 0.09 12 0
9075 336.4 0.09 12.1 0
9125 336.6 0.09 12.2 0
9175 336.8 0.09 12.3 0
9225 337 0.09 12.4 0
9275 337.2 0.09 125 0
9325 337.4 0.09 12.6 0
9375 337.6 0.09 12.7 0
9425 337.8 0.08 12.8 0
9475 338 0.08 12.9 0
9525 338.2 0.08 13 0
9575 338.4 0.08 131 0
9625 338.6 0.08 13.2 0
9675 338.8 0.08 13.3 0
9725 339 0.08 134 0
9775 339.2 0.08 135 0
9825 339.4 0.08 13.6 0
9875 339.6 0.08 13.7 0
9925 339.8 0.08 13.8 0
9975 340 0.08 13.9 0
10025 340.2 0.08 14 0

191



Table B.4: Portion of heat flux (%) from the surface fire that resides on every theta level, in all experiments.

CNTRL ext005m  extO10m  extO15m  ext025m  ext075m  ext100m  ext200m
89.06583 | 31.41314 56.04742 67.97832 79.32722 92.57082 94.3747 97.14664
70.23903 | 2.922707 17.09593 30.80315 49.33522 79.01672 83.80873 91.54711
54.72662 | 0.240983 4.909 13.40691 29.95003 66.9061 73.97744 86.01014
42.10128 | 0.017497 1.322746 5.59308 17.72518 56.17334 64.8855 80.55154
31.9585 | 0.001111 0.333374 2.231625 10.21346 46.74383 56.53185 75.18766
23.92127 | 6.14E-05 0.078329 0.84973 5.722273 38.53507 48.90938 69.93524
17.64358 | 2.92E-06 0.017098 0.308051 3.11296 31.45752 42.00427 64.8107
12.81364 | 1.19E-07 0.003454 0.106066 1.641894 25.41646 35.79614 59.82988
9.15619 | 4.14E-09 0.000644 0.034598 0.838358 20.31467 30.2592 55.00836
6.432159 | 1.21E-10 0.00011 0.010662 0.413727 16.05355 25.3617 50.3604
4438561 | 2.97E-12 1.72E-05 0.003096 0.197008 12.53607 21.06789 45.89977
3.00594 | 6.02E-14 2.45E-06 0.000845 0.090357 9.667633 17.33765 41.6385
1.99613 1E-15 3.17E-07 0.000216 0.039845 7.358555 14.12845 37.58782
1.298501 | 1.36E-17 3.69E-08 5.15E-05 0.016861 5.524523 11.39518 33.75674
0.82662 | 1.49E-19 3.86E-09 1.14E-05 0.006833 4.088249 9.091866 30.15272
0.514443 | 1.3E-21 3.6E-10  2.35E-06 0.002647 2.98006 7.172471 26.78147
0.31265 | 8.92E-24 2.99E-11 4.47E-07 0.000978 2.138155 5.591515 23.64638
0.185335 | 4.78E-26  2.19E-12 7.82E-08 0.000343 1.508823 4.305056 20.74863
0.107036 | 1.97E-28 1.4E-13  1.25E-08 0.000115 1.046373 3.271636 18.08766
0.060148 | 6.2E-31  7.87E-15 1.84E-09 3.62E-05 0.712547 2.452506 15.66048
0.032845 | 1.46E-33 3.82E-16 2.44E-10 1.08E-05 0.476039 1.812306 13.46219
0.017404 | 2.55E-36  1.6E-17  2.94E-11 3.03E-06 0.311726 1.319259 11.4859
0.008937 | 3.25E-39  5.7E-19  3.19E-12 7.99E-07 0.199898 0.945379 9.723058
0.004441 | 2.98E-42  1.73E-20  3.1E-13 1.97E-07 0.125404 0.666397 8.163314
0.002132 | 1.94E-45 4.4E-22  2.69E-14 4.54E-08 0.076884 0.461719 6.794987
0.000987 | 8.79E-49  9.37E-24  2.06E-15 9.75E-09 0.046018 0.314192 5.605287
0.00044 | 2.73E-52  1.65E-25 1.4E-16  1.94E-09 0.02686 0.209813 4.580532
0.000189 | 5.73E-56  2.39E-27 8.31E-18 3.56E-10 0.015272 0.137381 3.706489
7.77E-05 | 7.97E-60 2.82E-29 4.3E-19 6.03E-11 0.008449 0.088122 2.96854
3.06E-05 | 7.22E-64 2.69E-31 1.93E-20 9.37E-12 0.004542 0.055324 2.352104
1.15E-05 | 4.17E-68 2.04E-33 7.47E-22 1.33E-12 0.002369 0.033961 1.842854
4.15E-06 | 1.5E-72 1.23E-35 2.47E-23 1.72E-13 0.001198 0.020363 1.427001
1.42E-06 | 3.32E-77 5.76E-38 6.92E-25 2.01E-14 0.000586 0.011914 1.091513
4.62E-07 | 4.4E-82 2.1E-40  1.64E-26 2.13E-15 0.000277 0.006794 0.82428
1.42E-07 | 3.41E-87 5.84E-43 3.24E-28 2.03E-16 0.000127 0.003772 0.614203
4.15E-08 | 1.52E-92  1.23E-45 5.33E-30 1.72E-17 5.56E-05 0.002037 0.451365
1.14E-08 | 3.78E-98 1.94E-48 7.23E-32  1.3E-18  2.35E-05 0.001069 0.326907
2.96E-09 | 5.1E-104  2.26E-51 8E-34 8.75E-20 9.56E-06 0.000544 0.233207
7.19E-10 | 3.7E-110 1.92E-54 7.17E-36 5.17E-21 3.73E-06 0.000268 0.163747
1.64E-10 | 1.4E-116 1.17E-57 5.16E-38 2.68E-22 1.39E-06 0.000128 0.1131
3.48E-11 | 2.6E-123 5.08E-61 2.95E-40 1.21E-23 4.94E-07 5.9E-05 0.076786
6.86E-12 | 2.3E-130 1.52E-64 1.32E-42 4.71E-25 1.68E-07 2.62E-05 0.051184
1.25E-12 | 9.3E-138 3.05E-68 4.53E-45 1.56E-26 5.38E-08 1.12E-05 0.033434
2.09E-13 | 1.6E-145 3.95E-72 1.16E-47 4.35E-28 1.63E-08 4.57E-06 0.021371
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CNTRL ext005m  extO10m  extO15m  ext025m  ext075m  ext100m  ext200m
3.19E-14 | 1.1E-153 3.28E-76 2.21E-50 1.01E-29 4.66E-09 1.78E-06 0.013359
4.45E-15 3E-162 1.74E-80  3.12E-53 1.98E-31 1.26E-09 6.67E-07 0.008167
5.67E-16 | 3.4E-171 5.84E-85 3.24E-56 3.21E-33 3.18E-10 2.38E-07 0.004879
6.56E-17 | 1.5E-180 1.21E-89 2.45E-59 4.3E-35  7.55E-11  8.1E-08  0.002846
6.87E-18 | 2.3E-190 1.53E-94 1.33E-62 4.72E-37 1.68E-11 2.62E-08 0.001619
6.49E-19 | 1.3E-200  1.2E-99 5.1E-66  4.21E-39 3.48E-12 8.06E-09 0.000898
5.5E-20 | 2.5E-211 SE-105 1.36E-69 3.02E-41 6.71E-13  2.34E-09 0.000484
4.16E-21 | 1.6E-222 1.3E-110 2.5E-73  1.73E-43  1.2E-13  6.45E-10 0.000254
2.81E-22 3E-234 1.7E-116 3.11E-77 7.87E-46 1.99E-14 1.67E-10 0.000129
1.67E-23 | 1.7E-246  1.3E-122 2.58E-81  2.8E-48  3.04E-15 4.09E-11 6.39E-05
8.78E-25 | 2.7E-259  5.2E-129 1.4E-85 7.7E-51 4.26E-16 9.37E-12  3.06E-05
4.04E-26 | 1.2E-272 1.1E-135 4.86E-90 1.63E-53 5.46E-17 2.01E-12 1.42E-05
1.62E-27 | 1.2E-286 1.1E-142 1.07E-94 2.62E-56 6.4E-18 4.02E-13  6.34E-06
5.62E-29 | 3.1E-301 5.6E-150 1.5E-99  3.16E-59 6.81E-19 7.5E-14  2.74E-06
1.68E-30 0 1.3E-157 1.2E-104 2.83E-62 6.57E-20 1.3E-14 1.14E-06
4.31E-32 0 1.5E-165 6.1E-110 1.86E-65 5.71E-21  2.08E-15 4.56E-07
9.41E-34 0 7.4E-174 1.8E-115 8.85E-69 4.46E-22 3.07E-16 1.75E-07
1.73E-35 0 1.6E-182  2.9E-121 3.01E-72 3.11E-23 4.17E-17 6.45E-08
2.69E-37 0 1.4E-191 2.7E-127 7.21E-76 1.93E-24 5.18E-18 2.28E-08
3.47E-39 0 5E-201 1.4E-133  1.2E-79  1.06E-25 5.89E-19 7.67E-09
3.7E-41 0 6.9E-211 3.6E-140 1.37E-83 5.15E-27 6.08E-20 2.47E-09
3.23E-43 0 3.5E-221 SE-147 1.05E-87 2.19E-28 5.69E-21  7.54E-10
2.3E-45 0 6.5E-232  3.5E-154 5.31E-92 8.1E-30 4.8E-22 2.19E-10
1.32E-47 0 4.1E-243  1.2E-161 1.76E-96  2.6E-31  3.64E-23  6.03E-11
6.09E-50 0 8.4E-255 1.9E-169 3.7E-101 7.18E-33 2.47E-24 1.57E-11
2.21E-52 0 5.3E-267 1.4E-177 4.9E-106  1.7E-34  1.49E-25 3.86E-12

6.3E-55 0 9.9E-280 4.6E-186  4E-111 3.41E-36 7.93E-27 8.91E-13
1.38E-57 0 5.1E-293 6.3E-195 1.9E-116 5.76E-38 3.72E-28 1.93E-13
2.31E-60 0 6.6E-307 3.5E-204 5.3E-122 8.12E-40 1.52E-29  3.9E-14
2.9E-63 0 0 7.5E-214  8.4E-128 9.44E-42 5.39E-31 7.34E-15
2.68E-66 0 0 5.8E-224  7.2E-134 8.96E-44 1.64E-32 1.28E-15
1.79E-69 0 0 1.5E-234 3.2E-140 6.85E-46 4.23E-34  2.06E-16
8.45E-73 0 0 1.2E-245 7.1E-147 4.15E-48 9.19E-36 3.03E-17
2.73E-76 0 0 2.9E-257 7.5E-154 1.95E-50 1.65E-37 4.07E-18
5.9E-80 0 0 1.7E-269 3.5E-161 7.03E-53 2.43E-39 4.93E-19
8.2E-84 0 0 2.4E-282 6.7E-169 1.89E-55 2.86E-41 5.35E-20
Table B.5: Descriptive statistics for each plume variable in each experiment.
. mass temp temp
Experi- ‘ vert/c'a/ p/ume plume flux vapor temp max absmx
ment Metric VE/OC,IJW radius area (10° exceis EXCESS . oes  excess
(ms~) (m) (m) ms) (9 kg™) (°C) (c) (c)
CNTRL ‘ avg ‘ 8.3 86.7 2.8 2353 0.4 5.4 10.9 16.4
‘ min 0.7 51.3 0.9 6.9 -0.1 -1.8 0.9 0.9
‘ max 11.8 136.4 7.0 509.8 2.3 13.0 22.4 53.1
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. mass temp temp
Experi- - vertlga/ p/ume plume flux vapor temp max absmyx
ent | Metric ve/oc_/lty radius area (10° exceis EXCESS e excess
ms) m)m o BN k) ro TET
st. Dev. 2.9 25.9 1.7 130.0 0.5 43 6.5 13.0
Range 11.1 85.1 6.0 502.9 24 14.8 215 522
st. Err. 0.4 3.8 0.3 19.0 0.1 0.6 1.0 1.9
Conf. 0.9 7.6 05 38.2 0.158 1.3 1.9 3.8
eXtr(n)OE avg 10.6 78.4 23 239.4 0.6 9.4 24.1 243
min 1.2 48.9 0.8 115 0.0 21 0.6 0.6
max 13.7 138.7 6.5 563.9 24 47.0 1433 1433
st. Dev. 3.2 26.2 1.6 154.7 0.6 10.3 27.6 27.4
Range 12.6 89.8 5.7 552.4 24 49.1 1427 1427
st. Err. 05 3.8 0.2 226 0.1 15 4.0 4.0
Conf. 0.9 7.7 05 45.4 0.178 3.0 8.1 8.1
exiglo avg 10.5 75.0 2.1 219.8 0.6 8.9 136 15.7
min 11 47.1 0.8 11.1 0.0 2.1 0.1 0.1
max 13.8 126.0 6.2 633.8 23 35.7 48.8 66.0
st. Dev. 33 27.9 1.7 158.9 0.6 9.0 111 14.9
Range 12.7 78.8 5.4 622.7 23 37.8 487 65.9
st. Err. 05 4.1 0.2 232 0.1 1.3 16 2.2
Conf. 1.0 8.2 05 46.7 0.180 26 3.3 4.4
ex’gﬁ avg 11.0 76.8 2.2 227.9 0.7 12.1 57.4 57.7
min 15 48.2 0.8 12.6 0.0 22 0.2 0.2
max 14.3 1385 6.7 482.1 23 53.7 3730  373.0
st. Dev. 3.2 26.6 1.7 139.0 0.7 13.3 87.3 87.2
Range 12.8 90.3 5.9 469.5 24 55.9 3729 3729
st. Err. 05 3.9 0.2 20.3 0.1 1.9 12.7 12.7
Conf. 0.9 7.8 0.5 40.8 0.196 3.9 256 25.6
EXt,:25 avg 9.6 78.9 23 217.0 0.6 83 217 223
min 11 47.8 0.8 7.8 -0.1 1.9 0.6 0.6
max 12.7 128.2 Gl 416.3 22 29.3 1293 129.3
st. Dev. 2.8 23.0 1.4 119.7 0.6 8.4 29.1 28.9
Range 11.6 80.3 53 408.5 24 31.1 1287 1287
st. Err. 0.4 3.4 0.2 17.5 0.1 1.2 4.2 4.2
Conf. 0.8 6.8 0.4 35.1 0.180 2.5 8.5 8.5
eXtrg75 avg 8.4 84.9 2.7 232.4 0.5 5.2 12.9 17.7
min 06 52.9 1.0 6.3 -0.2 23 0.6 0.6
max 11.4 124.2 6.0 549.6 2.7 11.0 37.2 66.5
st. Dev. 3.0 225 15 139.4 0.6 4.0 10.6 18.2
Range 10.8 71.3 5.0 543.4 2.9 13.3 36.6 66.0
st. Err. 0.4 3.3 0.2 20.3 0.1 0.6 15 2.7
Conf. 0.9 6.6 0.4 40.9 0.180 1.2 3.1 5.3
eXtrf)OO avg 8.1 86.0 2.8 2417 0.5 46 11.2 12.7
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. mass temp temp
Experi- - vert/cg/ p/ume plume flux vapor temp max absmyx
ment Metric ve/oc_/lty radius area (10° exceis EXCESS e excess
(msY) m) om0 ake?) 0 T S
min 0.6 52.0 1.0 5.9 -0.2 -2.6 0.3 0.3
max 11.2 144.0 7.3 566.2 2.7 9.6 22.5 22.5
st. Dev. 2.9 27.9 1.9 164.9 0.7 34 7.1 7.5
Range 10.6 92.0 6.4 560.3 2.9 12.1 22.2 22.2
st. Err. 0.4 4.1 0.3 24.0 0.1 0.5 1.0 1.1
Conf. 0.9 8.2 0.6 48.4 0.194 1.0 2.1 2.2
eXtrf’OO avg 8.0 86.8 2.8 241.0 0.4 4.1 16.0 23.4
min 0.5 51.2 0.9 4.9 0.0 -1.6 0.9 0.9
max 11.7 138.8 6.5 494.1 2.4 7.4 42.3 48.6
st. Dev. 3.1 20.9 13 134.3 0.5 2.5 13.2 15.8
Range 11.2 87.6 5.6 489.1 2.4 9.0 41.4 47.7
st. Err. 0.5 3.0 0.2 19.6 0.1 0.4 1.9 2.3
Conf. 0.9 6.1 0.4 39.4 0.156 0.7 3.9 4.6
Table B.6: Absolute values of the time-mean plume-averaged vertical profiles in CNTRL experiment.
vertical plume mass vapor temp temp temp
height (m)  velocity(m radius plume flux (10°  excess (g excess max absmx
) (m) area (m) ms?) k) c) excess excess
(°C) (°C)
5.77 0.69 51.3 0.94 6.9 0.288 9.87 22.42 53.09
17.6 1.92 56.51 1.12 22.82 0.896 10.79 20.01 44.22
30.04 3.06 58.29 1.19 37.16 0.783 11.67 19.58 38.49
43.12 4 59.2 1.25 50.74 0.828 12.38 19.31 31.34
56.86 4.95 57.31 1.17 58.42 0.941 12.97 21.46 32.38
71.3 5.73 58.49 1.21 69.95 0.909 12.86 16.88 36.05
86.48 6.34 61.66 1.38 87.37 0.776 11.89 15.52 36.79
102.44 7.01 62.77 1.42 99.82 0.617 10.71 15.17 33.47
119.2 7.62 64.47 1.46 112.62 0.572 10.76 15.58 29.22
136.82 8.31 63.03 1.38 115.43 0.518 10.83 16.76 28.27
155.32 8.6 64.73 1.42 125.37 0.409 10.19 16.66 27.52
174.77 8.88 68.71 1.54 142.13 0.217 9.45 16.32 28.38
195.19 9.06 69.82 1.58 150.22 0.141 9.01 22.15 29.51
216.65 8.98 70.81 1.65 158.61 0.048 7.94 18.54 24.86
239.2 9.71 65.64 1.42 144.75 0.107 8.2 14.03 18.88
262.87 10.22 63.66 1.33 143.09 0.157 8.1 18.95 18.95
287.74 10.13 68.82 1.56 165.85 0.188 7.55 17.06 17.06
313.85 9.55 73.7 1.85 191.94 0.139 6.57 13.33 14.26
341.27 9.72 71.68 1.73 182.9 0.073 6.19 14.01 14.37
370.05 10.06 70.57 1.67 180.87 0.051 5.79 10.96 14.26
400.28 10.42 73.22 1.83 203.21 0.007 5.42 10.14 13.64
432 10.48 79.59 2.19 240.66 0.048 5.09 9.8 12.79
465.3 10.62 82.1 2.33 258.89 0.089 4.88 10.27 11.86
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vertical plume plume mass vapor temp t;rgf ;Zg;fx
height (m) ve/octity(m radius area (m) f/ux3 ( 11 0? exceis (g excess excess excess
57) (m) ms) kel g S0 T
500.25 11.03 78.82 2.15 246.06 0.096 4.8 11 11.25
536.92 11.28 78.1 2.04 239.64 0.067 4.64 11.13 11.44
5754 11.7 75.11 1.88 227.38 0.116 4.58 11.13 11.39
615.78 11.75 80.43 2.19 266.33 0.098 4.42 10.61 11.16
658.12 11.34 82.91 2.42 282.2 0.005 4.17 10.5 11.84
702.54 10.93 88.62 2.79 313.79 0.064 3.8 9.87 12.16
749.13 11.1 90.36 2.81 322.56 0.074 3.14 8.54 11.53
797.97 11.46 93.16 2.94 345.64 0.05 2.95 8.04 10.75
849.17 11.47 93.98 2.96 350.4 0.016 2.74 6.69 10.96
902.85 11.07 94.94 3.02 349.66 -0.081 2.3 5.46 9.75
959.09 10.81 95.04 3.08 344.13 0.124 2.13 5.43 7.28
1018.03 9.93 105.68 3.92 398.91 0.43 1.9 6.35 6.88
1079.77 9.23 107.39 4.19 395.05 0.394 1.73 6.63 6.63
1144.44 9.08 102.87 3.81 353.36 0.412 1.66 4.52 4.52
1212.16 8.46 128.12 5.6 488.62 0.388 1.41 3.04 3.7
1283.08 8.55 131.2 5.79 509.75 0.159 1.33 2.74 3.17
1357.31 8.62 122.09 4.96 443.73 0.165 1.27 2.61 3.03
1435.03 7.98 126.08 5.31 443.96 0.198 0.96 2.35 2.82
1516.41 7.88 123.38 5.02 400.67 0.479 0.64 2.53 2.53
1601.67 6.9 126.54 5.38 371.21 1.142 -0.19 1.12 1.29
1691.04 5.55 129.19 5.56 312.44 2.236 -1.38 0.89 0.89
1784.74 4.06 136.42 6.33 268.69 2.283 -1.84 1.68 1.68
1882.96 3.17 135.92 6.69 233.66 1.661 -1.56 1.63 1.63
1985.89 2.55 130.72 6.98 200.89 0.979 -0.99 1.35 1.54

Table B.7: Absolute values of the time-mean plume-averaged vertical profiles in ext005m experiment.

. temp temp
height vert{ca/ plume plume mass | vapor temp max absmx
(m) ve/oc_;ty( m radius area (m) f/ux3 ( 11 0 exceis (g exocess excess excess
s) (m) msl) kgl (O o s
577 1.16 52.44 1 11.49 0.942 47.02 143.29 143.29
17.61 3.22 53.11 0.98 31.73 1.351 37.61 100.79 100.79
30.05 5.06 48.89 0.83 41.38 1.249 31.44 78.4 78.4
43.13 6.36 51.32 0.9 55.6 1.392 27.31 65.06 65.06
56.87 7.15 53.69 0.98 69.32 1.317 23.02 54.36 54.36
71.32 8.05 52.3 0.94 74.3 1.118 20.11 45.04 45.04
86.49 8.79 50.43 0.9 78.1 0.975 18.19 40.39 40.39
102.45 9.51 49.74 0.85 80.14 0.847 17.45 39.7 39.7
119.21 9.64 50.72 0.88 84.74 0.653 15.07 38.22 38.22
136.82 10.32 51.86 0.88 88.73 0.718 13.94 36.13 36.13
155.33 10.54 56.5 1.04 108.02 0.66 12.77 33.55 33.55
174.77 11.26 55.02 0.98 107.93 0.627 13.12 30.3 30.3
195.2 11.8 56.13 1.02 115.97 0.475 13.02 26.18 26.18
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. temp temp
height vert(ca/ p/ume plume mass | vapor temp max absmx
(m) ve/oc_;ty(m radius area (m) f/uxg (iO exceis (g exs:ess excess excess
s (m) msl) kgl (O Q) o
216.66 12.08 56.76 1.04 122.67 0.338 12.2 25.8 25.8
239.2 12.19 57.44 1.06 129.73 0.183 11.71 24.19 24.19
262.87 12.43 57.94 1.1 136.53 0.192 11 20.9 20.9
287.74 12.05 61.39 1.25 150.81 0.111 9.12 21.31 21.31
313.85 12.46 63.27 1.33 167.2 0.142 8.47 21.05 21.05
341.27 12.68 65.63 1.44 184.03 0.133 8.15 20.92 20.92
370.05 13.27 64.83 1.4 185.92 0.186 8.11 20.18 20.18
400.28 13.47 65 1.44 193.42 0.158 7.97 18.89 18.89
432 13.73 66.59 1.44 198.77 0.174 8.2 21.15 21.15
465.3 13.41 70.76 1.6 215.23 0.311 7.72 23.25 23.25
500.25 13.05 70.92 1.6 211.04 0.23 6.68 25.5 25.5
536.92 13.22 70.01 1.58 206.68 0.227 6.08 25.38 25.38
5754 12.88 72.67 1.73 222.18 0.205 5.26 22.63 22.63
615.77 13.38 70.81 1.6 216.66 0.172 4.89 18.45 18.45
658.12 13.51 73.28 1.75 236.2 0.049 4.6 13.81 13.81
702.54 13.18 76.73 1.9 250.93 0.168 4.48 10.73 10.73
749.12 12.37 81.62 2.17 271.68 0.216 4.22 8.71 8.71
797.96 11.2 87.31 2.58 300.78 0.169 3.66 5.86 7.98
849.16 11.97 90.12 2.65 326.06 0.16 3.02 5.68 7.12
902.83 12.72 92.13 2.75 359.68 0.098 2.79 5.73 5.94
959.08 13.42 92.16 2.75 377.59 0.164 2.75 4.95 6.29
1018.01 13.48 90.47 2.69 371.97 0.484 2.96 6.49 6.66
1079.75 12.45 97.81 3.19 405.71 0.483 2.71 4.07 6.71
1144.42 11.96 100.01 3.33 402.74 0.442 2.36 3.68 4.22
1212.14 11.14 112.19 4.31 490.82 0.434 1.99 34 4.22
1283.05 11.76 114.5 4.54 540.74 0.261 1.86 3.23 4.19
1357.29 12.25 114.48 4.58 563.9 0.388 1.83 3.33 3.98
1435.01 12.27 112.75 4.35 532.02 0.479 1.68 3.24 3.63
1516.39 11.05 118.21 4.58 507.26 0.583 1.28 2.96 3.06
1601.66 10.04 120.45 4.81 485.81 1.236 0.38 1.44 1.95
1691.05 8.13 123.06 5.19 445.05 2.315 -1.04 0.88 0.89
1784.78 5.7 138.7 6.5 404.48 2.449 -1.96 0.62 0.62
1883.02 4.42 127.77 5.81 273.53 2.19 -2.12 0.72 0.72
1985.95 3.2 124.36 6.23 217.25 1.547 -1.63 1.58 1.58
Table B.8: Absolute values of the time-mean plume-averaged vertical profiles in ext010m experiment.
. temp temp
height vertfca/ p/ume plume mass ; vapor temp max absmx
(m) ve/ocjgty(m radius area (m) f/ux3 (iO exceis (g exocess excess excess
s7) (m) ms) kg”) (°C) c) (c)
577 ‘ 1.09 53.18 0.98 11.05 0.959 35.66 48.78 66.03
17.61 3.05 49.85 0.88 27.96 1.538 32.86 39.84 56.29
30.05 4.61 49.03 0.83 40.6 1.42 28.44 35.04 48.31
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. temp temp
height vert(ca/ p/ume plume mass | vapor temp max absmx
(m) ve/oc_;ty(m radius area (m) f/uxg (_110 exceis (g exs:ess excess excess
s7) (m) msh) k)9 S0 T
43.13 5.91 48.21 0.79 49 1.455 25.89 34.78 47.24
56.87 6.98 48.18 0.77 55.58 1.254 23.7 31.7 42.75
71.31 7.8 49.35 0.79 62.83 1.166 20.5 26.18 28.21
86.49 8.27 50.42 0.83 71 0.872 17.51 25.49 26.38
102.44 9.4 48.59 0.79 73.45 0.734 17.44 24.46 24.96
119.21 9.91 47.13 0.75 74.59 0.545 15.92 22.69 23.89
136.82 10.13 48.34 0.77 81.2 0.513 13.98 20.79 22.87
155.33 10.54 50.56 0.83 91.28 0.487 13.07 19.42 21.87
174.77 10.55 52.78 0.92 102.49 0.349 11.67 18.06 20.86
195.2 11.11 52.49 0.9 104.83 0.247 11.52 15.9 19.79
216.65 11.58 51.99 0.88 105.72 0.018 11.07 16.14 18.58
239.19 11.78 52.56 0.9 109.92 0.003 10.62 15.5 17.15
262.87 12.17 52.3 0.88 108.86 0.057 10.04 14.76 16.96
287.73 12.34 52.93 0.9 113.78 0.115 9.53 14.64 16.33
313.84 12.56 53.75 0.94 121.43 0.135 9.09 14.19 14.53
341.26 12.53 55.19 0.98 127.53 0.169 8.31 13.98 14.12
370.05 13.08 54.37 0.96 128.96 0.162 8.42 14.7 14.7
400.27 12.77 58.35 1.1 146.92 0.115 7.63 14.27 14.27
432 12.57 64.81 1.38 177.57 0.181 6.81 12.68 13.16
465.3 12.99 66.15 1.42 187.74 0.244 6.42 12.22 12.54
500.24 13.12 67.43 1.46 192.47 0.274 5.93 11.8 11.8
536.92 13.46 67.9 1.5 199.78 0.238 5.69 11.09 11.09
575.4 13.33 69.71 1.6 213.15 0.31 5.34 10.07 10.07
615.77 13.22 71.19 1.71 227.23 0.271 5.11 8.33 9.1
658.12 13.44 70.05 1.58 212.7 0.256 4.92 8.54 9.85
702.53 13.42 73.97 1.75 234.74 0.275 4.54 7.38 9.4
749.11 13.77 72.22 1.67 227.44 0.262 4.54 7.92 7.92
797.95 13.32 70.75 1.62 220.32 0.109 4.16 8.86 8.86
849.16 12.36 76.05 1.92 241.07 -0.003 3.71 8.13 8.13
902.83 11.86 84.15 2.29 278.98 0.103 3.04 6.34 6.86
959.07 11.91 91.3 2.73 327.57 0.218 2.64 4.92 5.42
1018.01 12.36 92.36 2.83 352.06 0.53 2.43 5.37 5.37
1079.75 12.61 96.55 3 376.77 0.519 2.45 4.88 5.11
1144.41 13.33 92.94 2.81 368 0.514 2.47 4.39 4.7
1212.13 12.74 109.76 3.98 504.23 0.449 2.29 4.14 4.14
1283.05 12.87 118.32 4.69 592.2 0.221 2.14 4.16 4.16
1357.29 12.56 123.01 5.08 633.75 0.306 2.21 4.14 4.14
1435.01 11.46 119.87 4.69 547.99 0.461 1.94 3.98 4.58
1516.39 9.78 121.8 4.83 491.55 0.517 1.41 2.59 3.09
1601.64 8.17 125.96 5.25 450.6 1.192 0.3 1.18 1.62
1691.03 7.09 124.6 5.31 390.88 2.272 -1.08 0.88 0.88
1784.75 5.45 125.18 5.65 346.52 2.139 -1.57 0.57 0.57
1882.99 4.71 123.11 5.65 294.14 2.262 -2.12 0.12 0.12
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. temp temp
height vert(ca/ p/ume plume mass | vapor temp max absmx
(m) ve/oc_;ty(m radius area (m) f/uxg (iO exceis (g exs:ess excess excess
s (m) msl) kgl (O Q) o
1985.92 ‘ 3.2 125.48 6.17 231.77 1.639 -1.67 1.25 1.25
Table B.9: Absolute values of the time-mean plume-averaged vertical profiles in ext015m experiment.
. temp temp
height vert./ca/ p/ume plume mass ; vapor temp o absmx
(m) ve/o;gty(m radius area (m) f/ux3 (iO exceis (g exocess excess excess
s) (m) msl) kgl (O o0 o0
5.77 15 56.25 1.06 12.56 1.301 53.71 373.01 373.01
17.6 3.94 54.22 1 33.55 1.887 45.14 305.58 305.58
30.05 53 52.74 0.98 47.34 1.603 34.73 253.31 253.31
43.13 6.78 53.92 1.02 63.29 1.696 31.79 219.23 219.23
56.87 8.02 51.9 0.94 69.52 1.6 28.77 189.42 189.42
71.32 10.24 52.06 0.92 82.79 1.735 32.35 171.84 171.84
86.5 11.73 50.57 0.88 90.47 1.678 32.46 155.62 155.62
102.45 12.17 49.7 0.83 90.21 1.424 29.36 133.54 133.54
119.21 11.14 48.19 0.81 85.75 0.973 21.5 115.88 115.88
136.83 13.24 50.06 0.83 97.94 1.341 29.45 101.23 101.23
155.33 12.26 52.26 0.9 102.45 1.002 22.53 90.15 90.15
174.78 12.03 55.8 1 114.22 0.871 20.69 73.21 73.21
195.2 1191 56.74 1.04 120.31 0.652 18.61 63.06 63.06
216.66 12.04 51.59 0.88 103.16 0.387 14.42 48.72 48.72
239.2 12.21 56.81 1.04 124.6 0.319 13.3 45.62 45.62
262.88 12.72 58.1 1.08 135.51 0.384 13.12 42.64 42.64
287.74 13.66 57.07 1.06 139.34 0.372 13.21 36.06 36.06
313.85 13.39 56.65 1.06 139.65 0.29 11.28 32.32 32.32
341.27 12.9 59.43 1.17 151.16 0.177 9.57 29.73 29.73
370.06 13.56 55.71 1.04 142.24 0.17 9.13 25.69 25.69
400.28 13.72 60.43 1.21 167.93 0.182 8.38 22.32 22.32
432.01 14.18 60.83 1.25 179.37 0.253 8.14 19.69 19.69
465.31 14.27 60.05 1.23 177.43 0.37 8.41 19.74 19.74
500.25 13.24 64.09 1.38 186.63 0.391 7.57 16.58 16.58
536.93 12.1 68.4 1.56 198.53 0.205 5.81 10.01 10.12
575.4 11.62 74.22 1.83 221.13 0.194 5.15 9.14 9.45
615.77 12.14 73.57 1.77 224.1 0.151 4.95 9.29 10.74
658.12 12.47 79.84 2.06 260.73 0.116 4.51 10.09 10.09
702.54 12.9 81.07 2.15 280.39 0.169 4.44 8.43 8.43
749.11 12.63 83.46 2.31 301.45 0.141 3.84 6.65 6.88
797.95 12.45 85.61 2.42 309.05 0.164 3.58 6.2 7.13
849.16 12.99 82.93 2.21 292.5 0.22 3.43 6.16 7.43
902.83 12.13 91.71 2.85 362.13 -0.016 2.84 4.76 6.61
959.07 12.59 92.88 2.81 367.34 0.073 2.71 4.43 6.23
1018.01 13.12 95.71 2.98 401.53 0.444 2.78 5.41 5.51
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. temp temp

height vert(ca/ p/ume plume mass | vapor temp max absmx

(m) ve/oc_gty( m radius area (m) f/uxg ( iO exceis (g exs:ess excess excess
s7) (m) msh) k)9 S0 T
1079.74 13.34 91.02 2.75 379.92 0.526 2.72 4.95 5.42
1144.41 13.22 98.71 3.17 423.93 0.48 2.6 3.83 4.93
1212.13 12.76 100.99 3.35 429.54 0.473 2.48 4.49 5.17
1283.04 12.86 95.83 3.04 395.2 0.237 2.48 4.56 4.98
1357.28 11.93 106.38 3.73 456.26 0.302 1.98 4.43 4.57
1435 10.37 118.32 4.58 482.09 0.37 1.63 4.41 4.46
1516.38 9.69 120.64 4.88 472.35 0.538 13 4.11 4.11
1601.64 8.45 124.51 5.23 434.56 1.169 0.14 1.21 1.95
1691.03 6.6 123.7 5.48 375.59 1.964 -0.91 0.96 0.96
1784.76 5.98 129.62 6.23 397.61 2.261 -1.66 0.63 0.63
1883 5.08 138.49 6.69 373.52 2.342 -2.21 0.16 0.16

1985.92 2.77 128.58 6.46 213.98 1.386 -1.44 11 1.1

Table B.10: Absolute values of the time-mean plume-averaged vertical profiles in ext025m experiment.

. temp temp
height vert{ca/ plume plume mass | vapor temp max absmx
(m) ve/oc_;ty(m radius area (m) f/ux3 (_110 exceis (g exgess excess excess
s7) (m) m’s™) kg?) (°C) (c) (°c)
577 1.05 47.82 0.81 7.8 1.062 29.25 129.27 129.27
17.6 2.9 48.91 0.85 23.11 1.531 27.59 109.85 109.85
30.05 4.29 52.24 0.96 39.28 1.271 24.77 86.9 86.9
43.12 5.92 54.23 1 53.87 1.332 24.29 74.1 74.1
56.87 6.92 52.48 0.96 62.22 1.254 22.66 64.18 64.18
71.31 7.81 55.02 1.04 76.2 1.108 20.95 54.5 54.5
86.49 8.69 53.97 1 82.16 1.015 19.9 45.71 45.71
102.45 9.42 54.8 1.04 92.54 0.868 18.92 40.47 40.47
119.21 9.96 56.52 1.08 101.18 0.827 18.07 39.2 39.2
136.82 10.33 54.83 1.02 100.26 0.74 16.6 34.75 34.75
155.33 10.34 55.04 1.02 104.02 0.603 14.99 38.22 38.22
174.77 10.35 57.58 1.12 115.85 0.519 13.9 39.33 39.33
195.2 10.09 60.68 1.25 127.33 0.279 11.08 21.36 21.36
216.66 10.07 64.7 1.38 141.28 0.154 9.58 17.8 17.8
239.2 10.43 62.39 1.29 137.45 0.059 9.06 14.71 15.6
262.87 10.51 61.82 1.27 137.53 0.016 8.23 13.47 14.02
287.74 10.96 59.57 1.19 132.9 0.04 7.94 12.56 14.09
313.85 10.92 63.21 1.33 149.63 -0.079 7.2 11.62 14.09
341.26 10.82 66.58 1.48 164.28 -0.109 6.55 10.41 13.6
370.05 10.73 68.88 1.58 175.74 -0.122 6.19 9.72 12.79
400.27 10.66 70.82 1.69 186.47 0.006 5.89 9.84 11.86
432 10.57 75.91 1.98 21491 0.111 5.66 9.4 11.12
465.3 10.97 78.39 2.04 229.88 0.178 5.34 8.38 10.83
500.24 11.69 77.13 1.96 231.42 0.218 5.08 9.64 10.78
536.91 12.1 77.72 1.98 241.83 0.168 4.87 9.81 10.56
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. temp temp

height vert(ca/ p/ume plume mass | vapor temp max absmx

(m) ve/oc_;ty(m radius area (m) f/uxg (iO exceis (g exs:ess excess excess
s7) (m) msh) k)9 S0 T

575.39 12.27 76.12 1.94 243.21 0.113 4.57 9.44 9.91
615.76 12.45 73.32 1.81 230.23 0.138 4.35 8.24 9.79
658.11 12.67 72.5 1.73 222.12 0.116 4.55 8.61 9.71
702.53 12.1 76.74 1.94 235.07 0.237 4.13 7.93 8.31
749.11 11.72 81.28 221 255.83 0.252 3.83 7.03 8.23
797.95 11.43 89.87 2.62 296.59 0.131 3.29 6.77 7.46
849.15 11.87 90.41 2.67 312.95 0.058 3.12 6.73 6.89
902.82 11.27 94.17 2.92 330.42 -0.008 2.8 5.56 6.39
959.06 11.03 95.63 3.04 336.57 0.127 2.48 5.41 6.31
1018 11.27 98.74 3.21 363.44 0.455 2.33 5.65 5.78
1079.73 11.6 96.37 3.04 349.81 0.474 2.31 5.8 5.8
1144.4 11.68 98.05 31 350.09 0.505 2.39 4.97 4.97
1212.12 11.53 100.24 3.38 384.06 0.49 2.31 4.38 4.38
1283.03 11.75 103.15 3.48 407.68 0.314 2.24 4.13 4.13
1357.27 11.25 105.83 3.65 416.28 0.303 1.95 3.55 3.55
1434.99 9.48 111.5 4.12 411.66 0.368 1.43 3.24 3.29
1516.37 9.67 112.52 4.08 406.34 0.399 1.35 2.96 3.02
1601.62 9.34 111.95 4.25 380.08 1.076 0.57 1.84 1.95
1690.99 7.07 120.1 5.23 378.28 2.045 -0.76 0.93 0.93
1784.7 5.5 122.2 5.75 324 2.238 -1.64 0.6 0.6
1882.95 4.23 128.16 6.08 258.81 2.035 -1.86 1.3 1.3
1985.88 3.08 118.14 5.69 174.4 1.57 -1.62 0.84 0.84

Table B.11: Absolute values of the time-mean plume-averaged vertical profiles in ext075m experiment.

. temp temp
height vert{ca/ plume plume mass | vapor temp max absmx
(m) ve/oc_;ty( m radius area (m) f/ux3 ( 11 0 exceis (g exocess excess excess
s) (m) msl) kgl (O o s
577 0.64 52.9 0.96 6.25 0.632 8.41 125 28.72
17.6 1.84 53.4 0.98 18.03 0.906 9.59 14.93 36.81
30.04 2.66 57.13 1.19 32 0.775 9.93 17.36 43.77
43.11 3.57 57.59 1.21 43.32 0.805 10.7 22.61 51.73
56.86 4.35 56.77 1.19 52.12 0.86 10.74 24.74 57.78
71.3 5.06 60.31 1.31 66.1 0.828 10.91 26.56 63.6
86.48 5.69 64.24 1.46 82.25 0.81 11.02 37.2 66.53
102.43 6.17 67.54 1.6 98.87 0.692 10.57 31.87 56.43
119.2 6.63 69.41 1.73 113.39 0.655 10.23 35.83 35.83
136.81 7.4 66.32 1.54 112.48 0.648 10.18 26.68 26.68
155.32 7.82 70.56 1.71 131.56 0.465 9.5 25.94 25.94
174.76 8.34 68.43 1.6 132.89 0.347 9.42 25.55 25.55
195.19 8.76 69.05 1.62 141.19 0.188 9.19 25.18 25.18
216.65 9.42 67.33 1.54 141.71 0.205 9.12 25.44 25.44
239.19 9.85 69.56 1.62 155.24 0.216 9.04 26.47 26.47
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. temp temp

height vert(ca/ p/ume plume mass | vapor temp max absmx

(m) ve/oc_;ty(m radius area (m) f/uxg (iO exceis (g exs:ess excess excess
s7) (m) msh) k)9 S0 T

262.87 9.97 71.03 1.71 167.48 0.184 8.13 26.44 26.44
287.73 10.2 73.74 1.85 184.21 0.22 7.78 22.18 22.18
313.84 10.27 74.31 1.92 193.6 0.074 7.06 16.62 16.62
341.26 10.72 70.54 1.71 182.66 0.062 6.72 15.89 15.89
370.05 10.87 70.69 1.71 185.9 0.018 6.33 14.1 14.1
400.27 111 73.37 1.81 202.56 0.124 6.04 11.78 11.78
432 11.07 74.26 1.81 204.33 0.218 5.61 9.63 9.63
465.3 10.73 77.53 2.02 224.55 0.217 4.99 8.41 9.61
500.25 10.5 78.82 2.12 235.58 0.14 4.71 8.89 9.52
536.92 10.24 80.6 2.29 249.71 0.025 4.14 8.98 8.98
5754 10.6 79.13 2.21 246.83 0 3.86 7.81 7.81
615.77 10.81 81.65 2.35 265.81 0.017 3.63 6.37 7.5
658.12 10.77 85.89 2.54 286.05 0.045 3.36 5.53 7.27
702.54 10.73 86.04 2.58 289.62 0.131 3.04 6.38 6.98
749.12 11.31 79.59 2.27 264.17 0.079 3.02 6.66 6.66
797.96 11.39 82.59 2.42 282.01 -0.047 2.89 7.03 7.03
849.16 11.3 89.23 2.62 304.31 -0.081 2.76 7.04 7.04
902.84 10.97 93.15 2.96 334.71 -0.159 2.3 5.68 5.68
959.08 10.8 96.9 31 350.14 0.019 2.17 5.55 5.55
1018.02 10.97 97.94 3.1 354.53 0.418 2.08 3.55 4.18
1079.76 10.67 99.91 3.27 365.72 0.435 1.98 3.27 3.81
1144.42 10.28 109.19 3.94 425.5 0.361 1.86 3.14 3.99
1212.15 9.9 123.3 5.35 549.64 0.371 1.61 2.76 3.11
1283.06 9.96 121.36 5.12 526.3 0.224 1.55 2.82 2.96
1357.3 9.69 120.65 5.12 512.47 0.221 1.44 2.59 2.85
1435.02 9.52 123.25 5.1 495.15 0.336 1.31 2.43 2.43
1516.4 8.77 124.16 5.1 452.84 0.667 0.97 1.9 1.9
1601.66 7.56 121.27 4.83 368.94 1.31 -0.05 0.95 0.95
1691.03 6.23 121.56 5.06 327.86 2.443 -1.56 0.93 0.93
1784.73 5.13 116.06 4.81 251.94 2.712 -2.3 0.58 0.58
1882.95 3.27 119.16 5.21 183.04 2.184 -2.19 1.84 1.84
1985.87 1.95 121.64 6 128.84 0.902 -0.9 1.54 1.54

Table B.12: Absolute values of the time-mean plume-averaged vertical profiles in ext100m experiment.

. temp temp
) vertical plume mass vapor temp
height ) . plume 3 max absmx
velocity(m radius flux (10 excess (g excess
(m) ) (m) area (m) ms ) k) 0) excess excess
I (°C) (°C)
5.77 0.6 53.18 1 5.88 0.257 6.38 20.31 20.31
17.6 1.68 51.96 0.96 15.87 0.789 7.67 21.61 21.61
30.04 2.59 54.13 1.04 26.04 0.768 9.48 21.63 21.63
43.11 33 54.72 1.06 34.46 0.798 9.57 14.82 20.48
56.86 3.92 54.26 1.06 41.7 0.835 9.45 16.6 20.27
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. temp temp
height vert(ca/ p/ume plume mass | vapor temp max absmx
(m) ve/oc_;ty(m radius area (m) f/uxg (_110 exceis (g exs:ess excess excess
s7) (m) msh) k)9 S0 T
71.3 4.59 58.18 1.21 55.18 0.801 9.51 17.53 19.69
86.48 5.28 58.88 1.23 64.09 0.711 9.5 18.06 18.86
102.43 5.93 60.45 1.27 74.5 0.73 9.45 18.42 18.42
119.2 6.43 60.96 1.31 84.45 0.594 8.89 20.12 20.12
136.81 6.92 60.9 131 91.54 0.547 8.78 21.74 21.74
155.32 7.47 61.65 1.31 98.19 0.518 8.33 22.5 22.5
174.76 7.72 64.35 1.42 110.96 0.387 8.11 22.24 22.24
195.19 8.16 63.18 1.38 113.22 0.243 7.76 20.92 20.92
216.65 8.51 63.61 1.35 116.61 0.152 7.79 18.67 18.67
239.19 8.73 62.54 1.31 118.1 0.104 7.3 15.72 16.38
262.87 8.94 68.56 1.56 143.85 0.04 6.78 17.75 17.75
287.73 9.22 73.25 1.75 167.04 0.089 6.51 18.72 18.72
313.84 9.2 75.57 1.9 184.28 0.03 5.94 11.06 18.47
341.26 9.45 76.27 1.92 192.41 0.022 5.78 11.19 17.16
370.05 9.72 74.36 1.81 187.58 -0.048 5.39 12.11 17.88
400.28 10.24 71.35 1.69 179.78 -0.015 5.36 12.9 17.91
432.01 10.26 72.51 1.79 191.75 0.066 4.85 11.68 17.23
465.31 10.16 76.1 2 213.97 0.107 4.52 11.1 16.86
500.26 10.41 77.01 2 218.9 0.074 4.27 10.18 16.36
536.93 10.53 74.9 1.9 212.38 -0.044 4.22 14.47 14.86
575.41 10.25 76.65 2.02 223.4 -0.054 3.82 111 12.49
615.78 10.07 78.99 2.17 235.54 -0.041 3.5 7.37 12.22
658.13 10.31 77.89 2.15 235.43 0.005 35 6.85 10.62
702.55 10.38 81.06 2.38 259.94 0.06 3.2 6.34 8.79
749.13 10.93 82.35 2.38 267.85 0.05 33 7.87 8.17
797.97 10.95 91.18 2.83 314.62 -0.063 3.05 8.65 8.65
849.17 11 97.4 3.17 352.46 -0.119 2.79 7.54 7.54
902.85 11.17 94.56 3.04 343.53 -0.172 2.65 7.07 7.07
959.09 11.2 100.6 3.42 383.87 0.034 2.53 5.79 5.79
1018.03 11.08 106.41 3.85 427.09 0.4 2.25 5.72 5.72
1079.77 10.95 112.84 4.4 476.75 0.465 2.09 5.83 5.83
1144.44 10.67 120.85 5.17 544.7 0.462 2 5.39 5.39
1212.17 10.58 123.6 5.38 566.18 0.447 1.83 4.15 5.21
1283.08 10.59 119.22 4.92 521.59 0.295 1.86 3.07 4.49
1357.33 9.83 112.99 4.48 443.49 0.326 1.83 3.24 3.76
1435.05 8.68 124.04 5.25 458.45 0.408 1.44 2.84 2.84
1516.43 7.65 138.69 7.04 558.01 0.709 0.73 1.74 1.91
1601.7 7.1 143.95 7.31 554.29 1.408 -0.34 0.89 0.89
1691.08 6.2 138.63 6.5 443.48 2.458 -1.73 0.82 0.82
1784.77 5.22 133.3 6.12 351.75 2.705 -2.38 0.54 0.54
1882.98 4.11 130.57 5.77 260.71 2.508 -2.57 0.28 0.28
1985.91 2.51 132.18 6.98 195.91 1.261 -1.32 1.53 1.53
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Table B.13: Absolute values of the time-mean plume-averaged vertical profiles in ext200m experiment.

. temp temp
height vert(ca/ p/ume plume mass | vapor temp max absmx
(m) ve/oc_gty( m radius area (m) f/uxg ( _110 exceis (g exs:ess excess excess
s7) (m) msh) k)9 S0 T
577 0.49 54.45 1.02 4.94 -0.021 4.28 17.39 29.26
17.6 1.4 51.69 0.92 12.85 0.386 5.62 23.65 33.91
30.04 2.17 51.17 0.9 19.5 0.374 6.73 28.12 37.83
43.11 2.67 54.95 1.1 29.54 0.581 7.05 30.96 41.19
56.85 3.18 58.91 1.29 40.75 0.579 7.18 33.22 44.01
71.29 3.75 58.26 1.31 48.98 0.606 7.36 35.32 46.22
86.47 4.32 58.99 1.33 56.97 0.593 7.26 37.39 47.79
102.42 4.74 65.44 1.56 73.05 0.543 7.17 39.41 48.51
119.18 5.17 68.44 1.71 87.57 0.411 7.04 41.32 48.61
136.8 5.69 70.56 1.75 99.17 0.414 7.11 42.29 48.3
155.3 6.22 70.39 1.73 106.48 0.406 7.19 42.1 48.13
174.74 6.68 73.52 1.94 128 0.335 7.19 41.83 47.61
195.17 6.94 75.42 2.06 143.65 0.216 6.82 39.13 45.22
216.63 7.17 77.78 2.17 158.17 0.118 6.26 27.16 48.13
239.17 7.43 78.23 2.17 164.12 0.019 5.89 24.85 43.37
262.84 7.73 78.66 2.17 172.43 0.041 5.5 12.35 32.22
287.71 8.12 82.76 2.33 196.18 0.075 5.65 13.59 27.41
313.82 8.67 83.19 2.35 207.78 0.084 5.62 12.74 24.42
341.24 9.09 81.43 2.29 211.89 0.102 5.54 10.4 21.78
370.03 9.43 81.6 231 221.78 0.113 5.3 10.37 20.03
400.25 9.73 83.32 24 236.52 0.135 5.06 9.58 19.15
431.98 9.94 85.34 2.52 254.99 0.204 4.87 9.17 18.73
465.28 10.11 86.67 2.62 270.29 0.255 4.71 8.89 18.49
500.23 10.3 86.57 2.62 277.43 0.25 4.52 8.88 18.18
536.9 10.49 85.45 2.6 281.39 0.194 4.39 7.97 17.69
575.39 10.63 87.24 2.67 291.01 0.217 4.19 8.73 16.94
615.76 11.05 83.75 2.42 272.39 0.131 4.13 9.43 16.04
658.11 11.23 86.35 2.5 285.22 0.103 4.11 9.94 15.77
702.53 11.21 87.85 2.62 301.34 0.066 3.87 10.45 15.47
749.11 11.21 90.09 2.81 326.01 -0.019 3.71 10.79 15.44
797.95 11.31 91.35 2.9 339.15 -0.03 3.49 8.48 15.69
849.16 11.17 91.18 2.81 326.84 -0.003 3.24 6.9 15.84
902.83 10.52 92.87 2.88 318.95 0.044 2.73 5.97 15.35
959.07 10.48 94.45 3 323.73 0.102 2.53 7.11 14.82
1018.01 8.64 105.16 4 379.32 0.546 1.67 8.93 14.57
1079.74 10.87 99.45 3.31 373.67 0.405 2.15 6.25 11.52
1144.41 11.68 98.76 3.21 382.45 0.542 2.32 7.89 10.04
1212.12 11.54 95.93 3.04 357.58 0.6 2.31 5.94 9.69
1283.03 9.67 104.71 3.67 379.02 0.324 1.75 8.26 8.26
1357.27 10.03 103.41 3.54 373.82 0.265 1.76 7.15 7.22
1434.97 9.43 112.55 4.19 419.9 0.288 1.47 5.72 6.1
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. temp temp
) vertical plume mass vapor temp
height ) . plume 3 max absmx
velocity(m radius flux (10°  excess (g excess
(m) ) (m) area (m) ms) kg 0) excess excess
’ (°C) (°C)
1516.33 9.48 119.28 4.79 465.39 0.629 1.12 5.74 5.74
1601.57 9.33 123.54 5.17 494.07 1.404 0.4 5.2 5.2
1690.94 8.45 121.09 5.02 432.07 2.355 -0.87 1.85 2.49
1784.68 6.03 138.79 6.5 428.33 1.997 -1.23 1.56 1.56
1882.94 5.31 125.69 5.56 327.4 1.945 -1.64 1.23 1.23
1985.87 3.13 121.12 6.4 226.16 1.291 -1.24 0.9 0.9
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Figures

Fig. B.1: Streamlines at 60 min since ignition, for the CNTRL experiment. At surface, the fire area is shown with
different colors according to the remaining fuel. The green color corresponds to unignited fuel. Red box
indicates the volume of interaction. The orange arrow indicates the ambient wind (westerlies). Created in
VAPOR using 60 random seeds (flow type steady).

Fig. B.2: Streamlines at 60 min since ignition, for the CNTRL experiment. At surface, the fire area is shown with
different colors according to the remaining fuel. The green color corresponds to unignited fuel. Red box
indicates the volume of interaction. The orange arrow indicates the ambient wind (westerlies). Created in
VAPOR using 60 random seeds (flow type steady).
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Fig. B.3: Streamlines at 60 min since ignition, for the CNTRL experiment. At surface, the fire area is shown with
different colors according to the remaining fuel. The green color corresponds to unignited fuel. Red box
indicates the volume of interaction. The orange arrow indicates the ambient wind (westerlies). Created in
VAPOR using 60 random seeds (flow type steady).
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Fig. B.4: Maximum (left) and minimum (right) potential temperature anomaly (K, shaded contours) in every grid
cell column, at 60 min since ignition, in ext015m experiment. The panel plot depicts only a subarea of the
original domain.
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Fig. B.5: Maximum relative vorticity (s) and vorticity equation terms (s m™) of horizontal (Hadv) and vertical (Vadv) advection, convergence (Conv) and tilting/twisting (Tilt)
as a function of time since fire flaming, for CNTRL, exp005m, exp010m and exp015m experiments, in a box of 1.5 km x 1.5 km over the fire area (1.5 km to 3 km west-

east, 3 km to 4.5 km south-north), at 50, 100, 200 and 600 m agl, respectively.
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Fig. C.1:Time series of the recorded wind gusts (m s™) from all available HNMS stations, on 23" of July 2018.
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