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PREFACE

In the current thesis, the fast climate responses caused by present-day anthropo-
genic aerosols are studied using simulations from five climate models participating in
the sixth phase of the Coupled Model Intercomparison Project (CMIP6). This research
was conducted within the frame of the postgraduate studies programme “Meteorolo-
gy, Climatology, and Atmospheric Environment” of School of Geology, of the Aristo-
tle University of Thessaloniki (A.U.Th.).

In the first chapter, information about atmospheric aerosols, climate change, and
the concept and calculation of radiative forcing are presented. The second chapter de-
scribes the climate models and simulations used in this thesis, along with the method
implemented in order to calculate the radiative forcing and the rapid temperature re-
sponses. In the third chapter, the obtained results are discussed on an annual and sea-
sonal basis, and the fourth chapter contains a summary of the results and the conclu-
sions.
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ABSTRACT (ENGLISH)

In this study, the rapid climate responses caused by anthropogenic aerosol radia-
tive forcing are examined. Using 30-year simulations with fixed sea surface tempera-
tures (SSTs) and sea ice cover from five climate models participating in the sixth
phase of the Coupled Model Intercomparison Project (CMIP6), the effective radiative
forcing (ERF) and surface air temperature response to anthropogenic aerosols are es-
timated on an annual and seasonal basis. The fixed-SST ERF, which allows for tropo-
spheric, stratospheric and some land surface properties to adjust, is calculated for
black carbon (BC), organic carbon (OC), and sulphate aerosols (SO,4) following the
method of Ghan (2013). Considering all aerosols (sulphate, BC and OC), the global
multi-model mean annual ERF, ERFari (due to aerosol-radiation interactions), ERFaci
(caused by aerosol-cloud interactions), and ERFalb (induced by surface albedo
changes) due to present-day anthropogenic aerosols are estimated to be —1.09 (-3.28
to 0.22 in the 5™ to 95™ percentile range) W m?, —0.01 (~0.34 to 0.38) W m?, —1.11
(-3.42 to 0.46) W m?, and 0.03 (—1.46 to 0.47) W m, respectively, with a global
mean annual near-surface cooling of —0.03 (-0.22 to 0.18) °C. Aerosols mainly scatter
incoming solar radiation and serve as cloud condensation nuclei (CCN), thus increas-
ing the cloud albedo and lifetime, resulting in more solar radiation being reflected
back to space. Therefore, they induce a negative radiative forcing at the top of the at-
mosphere (TOA) and cool the Earth’s surface. The negative TOA forcing and cooling
is predominantly observed in the Northern hemisphere (NH), especially over the
emission sources, such as the industrialized areas of East Asia, the continental South
Asia, Europe and North America. Sulphate aerosols strongly scatter incoming
shortwave (SW) solar radiation, causing a negative ERF and a near-surface cooling, in
general, and over its emission sources, in particular. For SO, aerosols the multi-model
global mean annual ERF, ERFari, ERFaci, and ERFalb are estimated to be —1.10 (-
3.32t0 0.21) W m?, —0.27 (-0.79 to 0.00) W m?, —0.84 (—2.85 to 0.58) W m, and
0.01 (-1.52 to 0.47) W m™, respectively, with a global mean annual cooling of —0.04
(-0.27 to 0.15) °C, concentrated over the NH, while the Arctic experiences a near-
surface warming. OC mainly scatters the incoming solar radiation, exerting a negative
ERF and has a cooling effect on the climate system, with a spatial pattern similar to
SO,, but weaker in magnitude. For OC the global mean annual ERF, ERFari, ERFaci,
and ERFalb are —0.35 (~1.34 to 0.43) W m, —0.07 (-0.25 to 0.03) W m?, —0.29 (-
1.17 to 0.41) W m™, and 0.01 (-0.44 to 0.27) W m, respectively, and the surface air
temperature response is —0.01 (-0.14 to 0.06) °C. On the other hand, BC aerosols
strongly absorb solar radiation, directly and indirectly, causing a general near-surface
warming. For BC the annual global mean ERF, ERFari, ERFaci, and ERFalb are es-
timated to be 0.18 (—0.58 to 1.20) W m, 0.38 (0.07 to 1.03) W m, —0.22 (-1.00 to
0.38) W m?, and 0.02 (-0.35 to 0.62) W m?, respectively, with a corresponding
warming of 0.02 (-0.10 to 0.16) °C on a global scale. On a seasonal basis, both the
magnitude and spatial patterns of both the ERF and surface air temperature responses
vary from the mean annual state, mainly over the NH during the boreal winter and the
boreal summer. There are also differences in the magnitude and the spatial patterns of



ERF, and the fast response or rapid adjustments of temperature among models, deriv-
ing from differences in their aerosol chemistry, atmospheric chemistry and processes,
and land surface properties parameterization schemes.



ABSTRACT (GREEK)

Xy mapodoa epyacio, LEAETMOVTOL Ol TayEleg KAMUATIKEG OMOKPICELS TOV TPOKOL-
Aovvtal amd TG petaforég Tov tooluyiov aktvoPolriog e&attiog TV avOpmmoyevmv
OTHLOGPULPIK®OV ompnuatov (awwpodueva copatiown - AX 11 agpolor). Xpnoipomot-
avtag o€t 30-£TOV TPOGOUOIDGEMY, GTIG 0T0lEg 01 Beppokpacieg g Baldooiag emt-
eavelng (OOE) kot 0 Bahdooiog mhyog dtotnpovvtal otabepd, amd mEVIE KAMUOTIKA
Hovtéda Tov cuvupetéyovy oty £kt edon tov Coupled Model Intercomparison Pro-
ject (CMIP6), extiudror, o €THo10 KOl ETOYIKO €minedo, o Oepuikdc e&ovaykaopuog
(effective radiative forcing - ERF) ka1 ot amokpiceig g Oeppokpaciog tov enpovel-
axob aépa mov opeiloviat ota avBpomroyevr agpoloA. To ERF pe otabepéc OOE, 1o
omol0 EMTPEMEL TNV TPOCUPLOYN TOV TPOTOGPUIPIK®V, GTPOTOCPUPIKOV Kol Kb
OOV €60QIKMV PETOPANTOV, vIToAOYileTtar Yo ta AX Tov pavpov avBpoxo (black
carbon - BC) ka1 tov opyavikov avOpaxa (organic carbon - OC) kot yia ta Osukd AX
(sulphates — SO4) axolovbmvtog ) péBodo Tov Ghan (2013). Ot péosc etoteg TIES
TOL GLVOAOL TV povtédmv Yo to ERF, to ERFari (Aoyo tov aAAniemdpdocwv pe-
10E0 AX kau aktivoPBoAiag), o ERFaci (egottiog v oAAnAemidpdoewy avaueso oo,
AY kot ta vépn) kat to ERFalb (mov mpoxodeital kupiog and oAlayéc oty EmQavel-
ak” avakiaotikdmra) eEattiog Tov onuepvav avbporoyevov AX givar —1.09 (-3.28
pe 0.22 610 £0pog Tdy petald tov 5% kot Tov 95 exatostnuopiov) W m?, —0.01
(-0.34 pe 0.38) W m?, —1.11 (-3.42 pe 0.46) W m? ko 0.03 (—1.46 pe 0.47) W m™,
AVTIOTOlY ™G, HE ETOKOAOVON péon etnola empoavelonkn Yoén g taéng tov —0.03 (—
0.22 pe 0.18) °C og maykdopio eminedo. Ta ATHOGEAIPIKE cumpLAT, KaTé Pdom,
okeddlovv TNV €10epyOUEVT NAMOKT aKTVOPOADL KO AEITOVPYOVV MG TVPTVEG GLUTD-
KVOOTNG VEQ®V, aEAVOVTOS, TOI0VTOTPOTMS, TV OVOKAAGTIKOTNTO Kot TO Xpovo {ong
TOV VEQOV, PE OTOTEAEGUO TNV OVAKAQCT] UEYAAVTEPNG TOCOTNTOG NAMOKNG OKTIVO-
BoAiog micw oto ddotnua. Q¢ ek ToHTOV, TPOKAAOHV Evav apvnTikd e£avayKAGHO
oV kopven ¢ atudseapas (KtA) kot yoyxovv ™ ynvn empaveia. O apvnTikog
eCavaykacpdc oty KtA wot n yoén mapatmpovvial, Katd kopo Adyo, oto Bopelo
nuoeaipto (BH) kot wdiutépmg avmbev tov mydv ekmoundv, 0nwg ot Blropnyovo-
TomUEVES TePLoyEs g A. Aciag, tng nrepmtikng N. Aciac, tng Evponng kot tng B.
Apepikns. Ta Beuxd AX okeddlovv 1GYVPE TNV EIGEPYOUEVT] IKPOV UNKOVS KOLOTOG
nAokn oktvofolio, TPOKOADVTOG Evay apvnTiko eEavaykooud Kot yHEN Tov empa-
VELWKOD a€Pa, WO1HTEPO OTIC TNYEG EKTOUTTAV TOV. X TAYKOGHA BACT, Ol HEGES ETT)-
oteg Tuéc twv ERF, ERFari, ERFaci kot ERFalb vroAoyiCovtan ota —1.10 (—3.32 pe
0.21) W m?, -0.27 (-0.79 pe 0.00) W m?, —0.84 (-2.85 pe 0.58) W m™ «ar 0.01 (-
1.52 pe 0.47) W m~, avtiotoiymg, pe pa péon etota yoén otovg —0.04 (—0.27 e
0.15) °C, eotioouévn oto BH, pe tv Apktik| va vrokertar oe 0éppavon. To copa-
11010 OC wvpimg okeddlovv Vv eloepyOpevn NAOKN okTvoBoria, aoK®OVTOS Evay
apynTikd e€avayKaopid TPoKOAGVTAG YOEN TOV KAUOTIKOV GUOTHLOTOG, HE XWPIKY|
Katavoun mopopota pe ovtn Tov SO4, aArd pkpdtepng 1oy0og. Ot péoeg €Noieg Ti-
néc tov ERF, ERFari, ERFaci kou ERFalb givon —0.35 (~1.34 pe 0.43) W m2, —0.07 (—
0.25 pe 0.03) W m?, —0.29 (-1.17 pe 0.41) W m? kou 0.01 (-0.44 pe 0.27) W m?,
aVTIOTOlY®WG, UE TNV amoKkplon ¢ Oeppokpaciog tov empoavelnkod agpa va, gival
otovg —0.01 (-0.14 e 0.06) °C. Avtifétmc, to. AX tov BC amoppo@odv 1oyvpd v
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NAokn aktivoBoAia, Gpeca Kol EQUEGO, TPOKAAMVTOG Lo YEVIKY BEploven Tov emt-
poavelokob aépa 6to BH. O etfioteg néoeg tuég tov ERF, ERFari, ERFaci ka1 ER-
Falb vroloyiCovron ota 0.18 (—0.58 pe 1.20) W m, 0.38 (0.07 pe 1.03) W m?, —0.22
(~1.00 pe 0.38) W m™ ko 0.02 (~0.35 to 0.62) W m?, avtictoyo, pe o cOpeovn
0éppavon g tééng tov 0.02 (-0.10 pe 0.16) °C ot moykdopio kKApaka. X emoyixn
Baon, To puéyebog ko n yopkn Katovoun apeotepwv tov ERF kol tov amoxpicewv
™G OeproKPAGIOG TOV ETPOVELOKOD 0EPQ OLOPOPOTOLOVVTOL OO TN HECT] ETHOLN KO-
tdotaon, kKupiog oto BH katd to yeywmva kot to 8€pog tov BH. Yrdapyovv, eniong,
SpopEc oV oY1 Kot T Yopikd potifa tov ERF kot tov tayéwv Oeppokpaciokmv
amokpicemV HeTald TOV HOVTEA®V, Ol OTOIEG TTPOEPYOVTUL OO TIC SLOLPOPES OTOL OYN-
LLOTO, TTOPOUETPOTOGEMY TOVG Yol T YNUELR TV 0EPOLOA, TNV ATUOGPALPIKT YNUEiD
Kol T1G O1001K0oieg TG aTOGPOPAS, KaBMG Kol TIG 1010TNTES TNG EMLPAVELNG TOV €00~
(QOVC.



CHAPTER 1: INTRODUCTION

1.1 Climate Change and Climate Drivers
1.1.1 The Earth’s Radiative Budget

Climate is commonly defined as the average weather, or more precisely, as the
statistical description with regard to the mean value and the variability of relevant
quantities (typically surface variables such as temperature, precipitation and wind)
over a period of time that ranges from months to thousands or millions of years
(Cubasch et al., 2013). Typically, the period for averaging these variables is 30 years,
as defined by the World Meteorological Organization (WMO). Climate change is re-
ferred to a change in the state of the climate system that can be identified by statisti-
cally significant changes in the mean and/or the variability of its properties, and that
persists for an extended period of time (decades or longer) (Cubasch et al., 2013;
Hartmann et al., 2013).

The climate system basically gains its energy from the Sun, as the incident solar
radiation drives the climate system and atmospheric chemistry (Ramanathan and
Feng, 2009). A portion of the incoming solar shortwave (SW) radiation is reflected
back to space by air molecules (Rayleigh scattering), aerosols, clouds and by the
Earth’s surface, whereas the rest is absorbed by the surface, and atmospheric gases
and absorbing aerosols (Cubasch et al., 2013; Ramanathan and Feng, 2009). The ab-
sorbed radiation heats the surface and the atmosphere, resulting in the emission of the
energy they gained as infrared or longwave (LW) radiation (Ramanathan and Feng,
2009). The emitted LW radiation from the Earth’s surface is mainly absorbed by
greenhouse gases (GHGS), clouds and some large aerosols, all of which also emit LW
towards every direction (Cubasch et al., 2013; Ramanathan and Feng, 2009).

The Earth’s radiation budget is a key element of the climate system (Hartmann et
al., 2013). One would expect the radiative energy budget of the Earth to be in balance,
with the incoming radiative fluxes balancing the outgoing radiative fluxes, thus keep-
ing the heat content of the Earth constant at steady state when averaged over a long
period of time (Bellouin et al., 2020). However, satellite measurements suggest that
there is a small positive imbalance (Cubasch et al., 2013), meaning that the planetary
system has an excess of energy. Consequently, the Earth system gets rid of this energy
surplus by warming and thus emitting greater amounts of infrared radiation, until the
excess energy is released back to space and the surface—atmosphere system returns to
balance (Ramanathan and Feng, 2009). This rationale is the physical basis of the
greenhouse effect and the global warming.

The radiative balance between the net incoming solar shortwave radiation
(downward solar energy minus the reflected) and the outgoing longwave radiation is
influenced by global climate “drivers” (Cubasch et al., 2013), which are attributed to
natural and anthropogenic processes (Fig. 1.1). Perturbations in the net incoming solar
radiation arise from changes in solar radiative output, variations in Earth’s astronomi-
cal parameters or changes in the reflectivity (albedo) of the Earth (Cubasch et al.,
2013; Bellouin et al., 2020), while perturbations in the outgoing LW radiation come
from changes in Earth’s atmospheric and surface temperature or changes in the



amount of infrared radiation emitted from the Earth’s surface or atmosphere (Cubasch
et al., 2013).

1.1.2 Climate Drivers

As far as the atmosphere is concerned, emissivity changes occur predominantly
due to changes in GHG and aerosol concentrations and in cloud micro- and macro-
physical properties and cloud cover. Greenhouse gases — primarily water vapour
(H20), carbon dioxide (COy), nitrous oxide (NO), methane (CH,), ozone (O3), and
halocarbons — absorb LW radiation at particular wavelengths within the spectrum of
the radiation emitted by the Earth’s atmosphere and surface, and by clouds, and emit
it towards all directions, adding heat to the lower atmosphere and the surface and am-
plifying the greenhouse effect (Cubasch et al., 2013; IPCC, 2013).
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Radiation (SWR)

—
—_—

—_—
—_—

—

SWR Absorbed by Aerosol/cloud
the Atmosphere Interactions

Chemical
Reactions

Emission of
Gases
and Aeros s

$

mm Sensible

-
[
]
=
\ Heat Flux
SWR Absorbed by JSWR Reflected by

the Surface the Surface

Latent
Heat Flux

Figure 1.1. The main drivers of climate change. Global climate “drivers” influence the radia-
tive balance between incoming SW radiation and outgoing LW radiation. Natural fluctuations
in solar output (solar cycles), changes in GHG and aerosol concentrations and emissions, in
cloud cover and cloud microphysical properties, and in surface albedo (changes in land sur-
face properties or vegetation, snow or ice cover and ocean colour can cause perturbations in
the energy balance of the Earth [Figure taken from Cubasch et al., 2013].

Water vapour (H,O) is the foremost GHG in the atmosphere and the principal
contributor to the natural greenhouse effect, but its quantity is regulated mainly by air
temperature, rather than by emissions. Due to that fact, H,O typically resides for
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about ten days in the atmosphere. Anthropogenic sources of water vapour have an in-
significant contribution to its overall tropospheric concentrations (Myhre et al., 2013).
On the other hand, many GHGs, such as CO,, N,O, CH,, and numerous halogenated
species, are adequately mixed throughout the troposphere and hence are called well-
mixed greenhouse gases (WMGHGS) because their lifetimes in the atmosphere are
much greater than the time scale of a few years for atmospheric mixing and are re-
ferred to as “long-lived greenhouse gases”. Many WMGHGs have significant anthro-
pogenic sources (CO,, CH4, N2O), whereas others are entirely man-made, like chloro-
fluorocarbons (CFCs), hydrochlorofluorocarbons (HCFCs), hydrofluorocarbons
(HFCs) and other chlorine- and bromine-containing substances (Myhre et al., 2013;
IPCC, 2013). Carbon dioxide occurs naturally, but is also a by-product of fossil fuel
and biomass burning, of industrial processes and of land use changes. Methane is the
main component of natural gas and is linked with all hydrocarbon fuels, livestock
breeding and agriculture. Nitrous oxide is naturally produced from numerous biologi-
cal processes (e.g., microbial action), but its major anthropogenic emissions are agri-
cultural and soil sources, along with sewage treatment, fossil fuel combustion and
chemical industry (IPCC, 2013; Myhre et al., 2013). Halocarbons are powerful GHGs
that absorb and emit radiation in the 8-12 um region (atmospheric window), while
many of which deplete the stratospheric ozone (especially the ones containing chlo-
rine and bromine). CFCs were used as refrigerants and propellants in deodorizers,
drug delivery pumps etc., and can be destroyed through photolysis in the stratosphere
(Myhre et al., 2013; Ramanathan and Feng, 2009).

Along with WMGHGs, there is another group of compounds that are defined as
“near-term climate forcers” (NTCFs) or “short-lived climate forcers” (SLCFs). SLCFs
are a set of chemically reactive compounds that impact the climate system mainly
within the first two decades years following their emission or formation, and most of
them have relatively short atmospheric lifetimes (from hours to decades) compared to
WMGHGS (hence “short-lived””). SLCFs do not accumulate in the atmosphere at long
time scales, with their effect on the climate system being primarily in the near term
after their emission. SLCFs include CH,4 (which is also a WMGHG), O3 and aerosols,
or their precursors, and some halogenated species that are not considered WMGHGs
(Myhre et al., 2013; IPCC, 2013). Tropospheric Os is created both naturally and by
photochemical reactions as a by-product of the oxidation of carbon monoxide (CO),
methane, and non-methane hydrocarbons in the presence of nitrogen oxides (NOy),
acts as a GHG and is considered a pollutant, while stratospheric Os is created by the
interaction between solar ultraviolet (UV) radiation and molecular oxygen (O;) and its
concentration is greatest from about 12 to 40 km above the surface of the Earth, with
a maximum between about 20 and 25 km (IPCC, 2013; Myhre et al., 2013).

Aerosols, the main consideration in this thesis, are a suspension of airborne solid
or liquid particles, having a size that ranges from a few nanometres to tens of micro-
metres, remaining in the atmosphere for at least several hours (IPCC, 2013; Myhre et
al., 2013). Atmospheric particles have natural or anthropogenic sources and originate
from two distinct pathways: they are either emitted directly in the liquid or solid phase
(primary aerosols) or they are formed in the atmosphere through chemical reactions
with gaseous precursors (secondary aerosols) (Myhre et al., 2013; Boucher et al.,
2013; Bellouin et al., 2020). Inorganic sea salt, mineral dust, black carbon (BC) and
primary biological aerosol particles (PBAPS) are considered primary aerosols, where-
as inorganic species like non-sea-salt sulphate (SO4), ammonium (NH,) and nitrate
(NO3) mainly occur from secondary aerosol formation processes, as they are the
products of reactions which involve sulphur dioxide (SO;), ammonia (NHs), and nitric
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oxide (NO) emissions (Myhre et al., 2013; Boucher et al., 2013). The term “organic
aerosol” (OA) indicates carbon-containing compounds that include hydrogen and,
usually, oxygen (Bond et al., 2013). OAs have important primary (primary organic
aerosols — POAs) and secondary (secondary organic aerosols — SOAS) sources (Bou-
cher et al., 2013). POAs originate from both anthropogenic (i.e., fossil fuel and bio-
mass burning) and natural sources (like debris, spores, pollen or algae) (Haywood and
Boucher, 2000). The majority of BC, SO4, NO3; and NH, have anthropogenic sources,
while sea salt, major part of mineral dust and PBAPs originate mainly from natural
sources (Boucher et al., 2013). Aerosols typically remain in the troposphere for a few
days up to a week and have high spatio-temporal variation due to spatially inhomoge-
neous distribution of emission sources and to relatively rapid removal processes, such
as direct deposition to the surface (dry deposition) or washout through precipitation
(wet deposition) (Bellouin et al., 2020; Haywood and Boucher, 2000).

Sea spray particles are created at sea surface when bubbles burst, mostly, by
breaking waves and are composed of sea salt and marine POA, the emission rate of
the latter depending on the biological activities in oceanic regions (Boucher et al.,
2013). SOAs originate from biogenic and anthropogenic sources, and result from
chemical reactions of non-CH,4 hydrocarbons with the hydroxyl radical (OH), O3, NO3
or photolysis (Boucher et al., 2013; Myhre et al., 2013; Hallquist et al., 2009). Land
sources of PBAPs are bacteria, pollen, lichen, fungal spores, viruses and fragments of
plants and animals (Després et al., 2012). Mineral dust is principally released from
the effects of wind erosion over deserts or other arid regions and from agricultural and
industrial processes (Boucher et al., 2013; Haywood and Boucher, 2000). The main
natural sources of sulphate are volcanoes (chemical conversion of gaseous SO, emis-
sions; Kasoar et al., 2016) and from dimethylsulphide (DMS) emitted by the oceans,
while SO, aerosol particles can form from the oxidation of SO, from fossil fuel burn-
ing (the main anthropogenic source; biomass burning is a relatively small contributor)
and other sulphur gases from natural and anthropogenic sources (Boucher et al., 2013;
Haywood and Boucher, 2000).

Black carbon (BC) is a characteristic carbonaceous material with unique physical
properties that is formed mainly in flames during combustion of carbon-based fuels
and is directly emitted along with other aerosols and aerosol precursor gases to the
atmosphere of the Earth (Bond et al., 2013). It is heat resistant with a vaporization
temperature near 4000 K and it is found as an aggregate of small carbon spherules
that were formed in flames and rapidly coagulated, being also insoluble in water and
most organic solvents (Bond et al., 2013; Boucher et al., 2013). The major sources of
BC are industry, diesel engines, residential solid fuel, and open burning, especially of
forests and savannas, which emit the greatest quantities globally (although there is
significant uncertainty in estimating emission sources and regions due to lack of data
availability). Other activities like aviation, shipping, and flaring account for a small
fraction of BC emissions. BC is mostly concentrated around source regions, while it
can be transported regionally and over continents during its short residence time in the
atmosphere (Bond et al., 2013; Ramanathan and Carmichael, 2008). As a result, it
can be found in remote regions at lower concentrations than in source regions (e.g. in
the Arctic from emissions predominantly at mid-Ilatitudes which are transported
northwards; Sand et al., 2013). Black carbon is removed from the atmosphere within a
few days to weeks through wet or dry deposition (i.e., precipitation and contact with
surfaces) (Bond et al., 2013). All BC-emitting sources also emit POAs, along with
gases which may later become SOAs in the atmosphere. Organic carbon (OC) is re-
ferred to the carbon mass included in organic aerosol particles, without considering
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the associated hydrogen and oxygen content, and can be emitted either as primary
aerosol and by secondary formation from gaseous compounds (Bond et al., 2013;
Haywood and Boucher, 2000). OC aerosols are co-emitted with BC and have approx-
imately the same atmospheric lifetime (Hodnebrog et al., 2016). The mass ratio be-
tween organic aerosol and organic carbon (OA/OC) relies on the amount of oxygen
that is included inside the organic molecules, with its values depending on the com-
bustion source. When the source is coal or diesel OA/OC has lower values, whereas in
the case of biomass combustion the mass ratio has higher values (Bond et al., 2013).

Black Carbon (BC) Aerosol Processes in the Climate System
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Figure 1.2. An overview of the main BC emission sources and the processes responsible for
its spatial distribution in the atmosphere of the Earth [Figure taken from Bond et al., 2013].

Aerosol particles modify the Earth's radiative budget in various ways. Directly
they absorb and scatter solar SW radiation and, to a lesser extent they absorb, scatter
and emit terrestrial LW radiation (aerosol-radiation interactions — ARI) (Boucher et
al., 2013; Bellouin et al., 2020). Anthropogenic aerosols partially offset (or mask) the
impact of GHGs by scattering and absorbing incident radiation from the Sun, which
results in a reduction of the radiation that reaches the Earth’s surface, thus cooling the
surface while heating and stabilizing the atmosphere (Undorf et al., 2018; Ming and
Ramaswamy, 2009).



Indirectly, aerosols modify the microphysical and radiative properties of clouds
and affect their reflectivity and persistence, as they can serve as cloud condensation
nuclei (CCN) for cloud droplets and ice nuclei (IN) for ice crystals (aerosol-cloud in-
teractions — ACI) (Boucher et al., 2013; Bellouin et al., 2020; Haywood and Boucher,
2000; Lohmann and Feichter, 2005; Rosenfeld et al., 2014a). The indirect effect of
aerosols is typically divided into two effects. The first indirect effect (or cloud albedo
effect or Twomey effect) suggests that increased atmospheric concentrations of aero-
sols cause an increase in droplet concentration and cloud optical thickness due in-
creased number of available CCN, with a subsequent decrease in droplet size (for
fixed liquid water content) and an increase of cloud reflectivity (Twomey, 1974,
1977). The second indirect effect (or cloud lifetime effect or Albrecht effect) proposes
that the reduction in the size of cloud droplets due to increased aerosol concentrations
affects the precipitation efficiency, tending to increase the liquid water content, the
cloud lifetime (Albrecht, 1989), and the cloud thickness (Pincus and Baker, 1994).
There is also a semi-direct effect of aerosols, whereby aerosol absorption causes at-
mospheric heating, thus reducing relative humidity and consequently cloud amount
(evaporation of clouds or cloud burn—off) and/or liquid water path, increasing surface
insolation (Allen and Sherwood, 2010).
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Figure 1.3. An overview of the basic aerosol and environmental processes that affect the in-
teractions between aerosols, radiation and clouds. The red region includes gas-phase variables
and processes and the green region encompasses particulate-phase variables and processes.
The aerosol processes that result in forcings (ERFari and ERFaci) are described in Section 2.2
[Figure taken from Boucher et al., 2013].

Knowledge of ACI is essential for estimating changes in the climate system, as
clouds regulate the Earth’s radiation budget to a great degree and have a globally av-
eraged cooling effect on the Earth-atmosphere system at the top of the atmosphere
(TOA) (Lohmann and Feichter, 2005). ACI are affected by the cloud type and the
ability of aerosols to act as CCN or IN, which relies on the aerosols’ number concen-
tration, size distribution, shape, solubility, and surface chemical properties (Bellouin
et al., 2020). The Twomey and Albrecht effects tend to cool the Earth-atmosphere
system through an increase in cloud optical depth and cloud cover, respectively, thus
decreasing the net solar radiation at TOA and the surface (Lohmann and Feichter,
2005). As a result, aerosols can postpone or stop convection, thus preventing clouds
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that would reflect more solar radiation to space from forming (Rosenfeld et al.,
2014a). Aerosols also affect the hydrological cycle by changing the occurrence and
frequency of convection, and by reducing evaporation, with the latter resulting in run-
off increases and suppressed evapotranspiration. (Baker et al., 2015; Lohmann and
Feichter, 2005). They can generate anomalies in meridional circulation, which reduce
the ascent in the northern tropics, create hemispheric temperature gradients and weak-
en the Hadley circulation (Ramaswamy et al., 2019). Aerosols can also affect the sur-
face albedo, as absorbing particles deposited on snow-covered surfaces may decrease
their reflectivity (Bellouin et al., 2020).

The direct, semi-direct and indirect effects of aerosols, the intensity of which dif-
fers among aerosol species (Barlett et al., 2017), alter global precipitation patterns,
which may vary on a regional level (Baker et al., 2015). These effects may interact
with each other and with other local, regional or global processes, complicating their
impacts on precipitation and clouds (Barlett et al., 2017). For instance, the aerosol
direct radiative effects can modify clouds by changing the atmospheric heating rate
locally, while aerosols serving as CCN and IN influence the composition and radia-
tive properties of clouds, simultaneously affecting precipitation formation mecha-
nisms, which in turn affect the cloud dynamic and radiative properties, with the latter
altering the thermal structure that further changes the cloud dynamics (Rosenfeld et
al., 2014a).

The majority of aerosols predominantly scatter solar SW radiation (Myhre et al.,
2013), producing a net cooling effect globally (Liu et al., 2018). From the aerosol par-
ticles of interest here, SO, particles strongly scatter incoming solar SW radiation,
which subsequently increases the Earth’s albedo and cools the surface. Sulphate aero-
sols also act as CCN, meaning that they will nucleate additional cloud droplets under
supersaturated conditions, a process that increases cloud albedo and again has a cool-
ing effect on the Earth system (Kasoar et al., 2016). OAs and OC reflect the incoming
solar radiation in general (Myhre et al., 2013; Bond et al., 2013). Although OC and
BC are co-emitted and have quite similar atmospheric lifetimes, OC scatters sunlight
to a much greater degree than BC, thus cooling the atmosphere-surface system (Hod-
nebrog et al., 2016; Boucher et al., 2013). However, there is a portion of OA com-
pounds that absorbs sunlight and reduces the albedo of snow and ice cover, called ab-
sorbing organic carbon or brown carbon (BrC), which is a complex mixture of organic
compounds and is emitted along with BC or may originate from local soils (Bond et
al., 2013).

On the other hand, there are aerosols that absorb solar radiation to various extents,
with BC being the most absorbing aerosol particle (Myhre et al., 2013). It strongly
absorbs visible light at all visible wavelengths (Bond et al., 2013). BC absorbs sun-
light directly, heating the air around it and reducing the amount of sunlight that reach-
es the Earth’s surface and is reflected back to space (Bond et al., 2013; Chen et al.,
2010). The BC absorption of direct solar radiation decreases surface insolation, result-
ing in dimming, which is amplified by direct and indirect effects of non-BC aerosols
and can impact atmospheric and surface temperatures and the hydrological cycle on a
global and regional scale (Ramanathan and Carmichael, 2008; Ramanathan and
Feng, 2009). Additionally, when BC is situated above a reflective surface (like snow
or clouds), it also absorbs the solar radiation that is reflected from that surface (Bond
et al., 2013), a process with potentially large effect in the Arctic (Sand et al., 2013;
Stjern et al., 2019). BC interaction with solar radiation depends on its altitude and po-
sition relative to clouds (Bond et al., 2013). When high in the atmosphere, BC absorp-
tion considerably enhances as it absorbs the solar radiation reflected by low clouds
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(Ramanathan and Carmichael, 2008). BC changes the net energy balance at the top of
the atmosphere (TOA) more when above a bright reflective surface or cloud layer
than over a dark one (Bond et al., 2013).

During or shortly after its emission, BC becomes internally mixed with other aer-
osols (such as sulphates and organic material), which can affect its lifetime in the at-
mosphere and its ability to act as CCN or IN (Bond et al., 2013). Particles consisting
of a mixture of BC and non-absorbing, hygroscopic components (e.g., sulphate) ab-
sorb more solar radiation than pure BC, but they are removed from the atmosphere via
wet deposition faster than unmixed BC (Chen et al., 2010). While newly emitted BC
particles are hydrophobic and small in size, making them poor CCN, aging of BC
(i.e., internal mixing or coating with more soluble/hydrophilic compounds after emis-
sion) can enhance its CCN activity (Bond et al., 2013). Therefore, BC aerosols can
influence the properties and lifetime of clouds through microphysical interactions (in-
direct effects), and cloud distribution by altering tropospheric stability (Sand et al.,
2013). Cloud cover is reduced when absorbing aerosols are embedded in the cloud
layer (Boucher et al., 2013; Rosenfeld et al., 2014a), while BC can affect clouds
through changes in the atmospheric thermal structure (semi-direct effect), or in the
liquid cloud droplet number concentration, ice crystal number concentration, or a
combination of the two in mixed-phase clouds (indirect effects), with each of afore-
mentioned processes influencing the cloud albedo and distribution, thus changing the
Earth’s radiative balance (Bond et al., 2013). If BC is set inside cloud droplets, it
shows greater absorption than pure or coated BC, resulting in cloud albedo reductions,
heating and dissipation of clouds (Bond et al., 2013). BC creates a warming effect al-
so when deposited on snow or ice by reducing their surface albedo and thus increasing
solar radiation absorption (Bond et al., 2013), it contributes to the retreat of the Arctic
sea ice and can induce changes to monsoon systems (Ramanathan and Carmichael,
2008).

From the above, one can easily understand that aerosols are one of the most im-
portant drivers of observed past and projected future climate change (Voigt et al.,
2017). Currently, climate change is caused by the interaction of climate drivers such
as changing concentrations of GHGs and aerosol emissions from anthropogenic and
natural sources, among others (Samset et al., 2016). Altering the anthropogenic emis-
sion rates of aerosols and GHGs can cause perturbations in the radiative budget of the
Earth or, in other words, a (radiative) forcing (see Section 1.2). Forcings act on the
global mean temperature of the surface through the global radiative (energy) budget
(Boucher et al., 2013). In response to the imposed forcing agents, which alter the in-
ternal energy flows of the climate system, rapid adjustments (or fast responses) may
occur in the troposphere (Boucher et al., 2013; Chung and Soden, 2015a). These re-
sponses are generally fast, with the majority of them occurring within a few weeks
after the initial perturbation, because they do not operate through changes in the glob-
al mean surface temperature, which are slowed down by the high heat capacity of the
oceans. On the contrary, climate feedbacks act on longer timescales and are related to
changes in variables of the climate system that are mediated by a global mean surface
temperature change (Boucher et al., 2013); they contribute to amplify or damp the
initial radiative perturbation caused by a forcing agent (Thornhill et al., 2021b)
through changes in climate variables in response to changes in the global mean sur-
face temperature (Chung and Soden, 2015a). Therefore, in a broader sense, climate
change is the result of responses and feedbacks due to forcings from drivers acting on
the climate system globally.
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1.1.3 Climate Change Indicators

There are plenty of climate change indicators such as changes in the temperature
of the Earth’s surface, in the amount of water vapour within the atmosphere, in pre-
cipitation amount and rate, in the frequency of severe event occurrence, in glaciers, in
land and ocean ice, and in sea level (Cubasch et al., 2013). The Intergovernmental
Panel on Climate Change (IPCC) in its Fifth Assessment Report (AR5) in 2013 has
documented numerous changes in climate variables during the last century.

Based on the conclusions of AR5, since the late 1900s, globally averaged land-
surface air temperature (LSAT) has risen, with an increase in the warming trend since
the 1970s, while global average sea surface temperatures (SSTs) have increased since
the beginning of the 20™ century. Near surface temperatures averaged over the globe
have risen since the end of the 19" century. Each of the last three decades has been
warmer than all previous ones recorded by instruments, with the first decade of the
21st century being the warmest. Based on measurements from satellites and radio-
sondes, it has been observed that since the second half of the 20™ century the tropo-
sphere has warmed and the stratosphere has cooled on a global scale even though
there is disagreement in the rate of temEerature changes. Temperature extremes also
seem to have changed since the mid-20" century globally, as it is very likely that the
number of cold days and nights has decreased, whereas the number of warm days and
nights has increased overall (Hartmann et al., 2013). As suggested by climate models
and observations, the Arctic has undergone considerably larger warming than the
globally averaged temperature increase since preindustrial times, with conspicuous
sea ice cover reductions and increasing Arctic CH4 emissions from permafrost frag-
mentation (Stjern et al., 2019).

When it comes to precipitation changes, the available records, which are incom-
plete globally due to insufficient data especially prior to 1950, show mixed and statis-
tically insignificant long-term trends in reported global mean changes. Global datasets
since 1900 indicate a likely overall increase in precipitation when averaged over
Northern hemisphere (NH) mid-latitude land areas, while there is low confidence in
long-term trends in zonally averaged precipitation for all other zones due to sparsity
of data, low quality or lack of agreement among the estimates (Hartmann et al.,
2013). In general, it is expected that precipitation will increase in the “wettest” lati-
tudes, whereas a decrease may be observed over “dry” latitudes, or in other words,
wet regions will get wetter and dry regions will get drier (Held and Soden, 2006). On
a regional scale, the response is more unclear due to local circulation shifts, although
there is some evidence that the dry zones in the subtropics are broadening due to the
contraction of tropical convergence zones and the poleward movement and strength-
ening of storm tracks (Boucher et al., 2013). In areas with increased winter tempera-
tures (e.g., in N. America, Europe, E. Asia and S. Asia), there seems to be a reduction
in snowfall events, whereas no conclusions can be drawn for the changes in Antarctic
snowfall (Hartmann et al., 2013). As far as precipitation extremes are concerned, their
intensity is expected to increase with global warming, at a greater rate than that of the
mean precipitation (Boucher et al., 2013). It is likely that more regions (such as N.
America and Europe) had a statistically significant increase in the number of heavy
precipitation events than a statistically significant decrease since 1950, with the trends
having strong regional variations. There is low confidence in large scale changes in
extreme extratropical cyclone intensity since the 20™ century or in long-term changes
in the activity of tropical cyclones, although there is evidence for an increase in both
intensity and frequency of the strongest tropical cyclones in the N. Atlantic basin
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since the 1970s. Generally, changes in extremes for climate variables other than tem-
perature are more incoherent due to data limitations, seasonal variability, and incon-
sistencies among studies and regions (Hartmann et al., 2013).

As studied in Hartmann et al. (2013), other signs of climate change include a very
likely increase of global near-surface air specific humidity and tropospheric water va-
pour at near-global spatial scales since the 1970s, with a recent abatement of near-
surface moistening over land. While there is not sufficient evidence to support a glob-
al-scale trend in drought or dryness (i.e., lack of rainfall) since the 1950s, the intensity
and frequency of drought has likely increased in the Mediterranean and W. African
regions and decreased in N.W. Australia and the central part of N. America since the
mid-20™ century. For the period 1979-2012, it is likely that the sea level pressure has
decreased over the tropical Atlantic and increased over large regions of the S. Atlantic
and the Pacific, while the tropospheric geopotential height (GPH) has decreased at
Southern hemisphere (SH) high latitudes in boreal winter and increased in the sub-
tropical region and at NH high latitudes, whereas the lower-stratopheric GPH over
Antarctica has decreased in spring and summer. Moreover, there is evidently broaden-
ing of the tropical belt and a poleward shift of jet streams, storm tracks, and circula-
tion features since the 1970s.

1.2 The Concept of Radiative Forcing
1.2.1 Definitions of Radiative Forcing

As mentioned in Section 1.1, numerous drivers cause perturbations to the Earth’s
radiative budget and contribute to climate change. Theoretically, one could assess the
impact of a single factor (driver) on the climate system by observing how the climate
responds to that particular factor, which is difficult to isolate. Thus, the scientific
community has used a variety of metrics to study the relation between cause and ef-
fect and to estimate the climate impact of individual drivers, with radiative forcing
(RF) being one of the most widely used metrics (Myhre et al., 2013).

RF is defined in Myhre et al. (2013) as “the net change in the energy balance of
the Earth system due to some imposed perturbation”. It is typically expressed in Watts
per square meter (W m™) averaged over a specific time period and quantifies the en-
ergy imbalance arising from the imposed change. Frequently, the forcing is presented
as the value due to changes between two specific times, such as pre-industrial to pre-
sent-day (commonly in control and perturbed simulations of climate models, respec-
tively). RF is a quantitative tool used to compare and estimate the potential climate
response to different imposed agents, particularly global mean temperature response
(Myhre et al., 2013). RF was created as a means to quantify the radiation balance per-
turbations caused by WMGHGs and solar irradiance changes, and was later extended
to short-lived gases that show strong spatio-temporal variability (Ramaswamy et al.,
2019).

In simpler terms, radiative forcing offers a metric for quantifying how human ac-
tivities and natural agents change the energy flow into and out of the climate system
(Ramaswamy et al., 2019). At first, a radiative perturbation forced on the climate sys-
tem exerts a temporary imbalance on the energy budget (Bellouin et al., 2020). This
perturbation of the energy balance commences all other changes of the climate that
occur due to an external forcing (Ramaswamy et al., 2019). A temperature change is
the climate system’s response in an attempt to restore radiative equilibrium (Planck
response or Planck feedback; Ramaswamy et al., 2019) until a new steady state is
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reached, whereby its heat content yet again remains almost constant (Bellouin et al.,
2020). A positive (negative) forcing is translated as a net radiative gain (loss), which
results in a warming (cooling) of the climate and an increase (decrease) of the thermal

energy emitted to space until the balance is restored (Ramaswamy et al., 2019).
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Figure 1.4. A schematic representation of (a) IRF, (b) SARF, (c) flux change when the tem-
perature of the surface is held fixed over the entire Earth (a method of ERF calculation), (d)
ERF with atmospheric and land temperature allowed to adjust while ocean conditions are held
fixed and (e) the equilibrium response to the climate forcing agent. ATy is the land tempera-
ture response and ATy is the full surface temperature response [Figure taken from Myhre et
al., 2013].

Different definitions of radiative forcing have been developed over the years (Fig.
1.4), each with its own advantages and limitations. The instantaneous radiative forc-
ing (IRF) is referred to “an instantaneous change in the net (down minus up) radiative
flux (SW plus LW) owing to an imposed change” (Myhre et al., 2013). IRF is com-
monly defined either at the climatological tropopause or at the top of the atmosphere
(TOA), with the former indicating the global mean surface temperature response more
accurately in cases when the two values differ (Myhre et al., 2013).

Since the Third Assessment Report (TAR) of the IPCC, the term “radiative forc-
ing” has been defined as “the change in net irradiance at the tropopause after allowing
for stratospheric temperatures to adjust to radiative equilibrium, while tropospheric
and surface temperatures along with state variables like water vapour and cloud cover
were held fixed at the unperturbed values” (Myhre et al., 2013). This stratospherically
adjusted radiative forcing (SARF) captures surface and tropospheric temperature re-
sponses more appropriately than IRF, primarily for agents that largely modify strato-
spheric temperatures (such as CO, and O3) (Myhre et al., 2013). SARF is thought to
be good measure of the RF affecting the climate system and the long-term climate
change because stratospheric temperature adjusts more rapidly than the tropospheric
temperature, which is strongly coupled to the ocean, and many forcing agents have
longer lifetimes than the stratospheric radiative relaxation time (Hansen et al., 2005).

SAREF is a useful tool that enables an appropriate comparison of the relative im-
portance of the potential effect on climate for many forcing agents. However, IRF and
SARF do not accurately estimate the temperature response for all forcing agents nor
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do they include alterations in cloudiness driven by forcings and other rapid adjust-
ments responsible for global energy balance changes (Myhre et al., 2013; Forster et
al. 2016). Because tropospheric rapid adjustments can either enhance or reduce the
flux perturbations and lead to important differences in the forcings that drive long-
term climate change, there came the need for a new definition of radiative forcing that
includes these rapid adjustments (Myhre et al., 2013). While the majority of the ad-
justments occur shortly after the imposed forcing, there does not exist a fundamental
timescale based on which rapid adjustments are distinguished from feedback respons-
es. Theoretically, the timescales of the two can overlap substantially (Sherwood et al.,
2015).

Therefore, the effective radiative forcing (ERF) concept was introduced in the
Fifth Assessment Report (AR5). ERF is defined as “the change in net TOA downward
radiative flux after allowing for atmospheric temperatures, water vapour and clouds to
adjust, but with global mean surface temperature or a portion of surface conditions
unchanged” (Myhre et al., 2013). ERF estimates the eventual global mean tempera-
ture response in a better manner, as it accounts for additional rapid adjustments, the
majority of which happen on time scales of seasons or less. However, it does not de-
scribe regional climate changes. This applies to all forcing agents, but particularly to
the heterogeneously distributed forcings, as they trigger climate feedbacks based on
their regional distribution (Myhre et al., 2013).

1.2.2 ERF Calculation Methods and Limitations

There is no perfect method to determine ERF (Boucher et al., 2013). One of the
main methods used to calculate ERF (Fig. 1.5) is by holding sea surface temperatures
(SSTs) and sea ice cover (SIC) fixed at climatological values, but allowing all other
parts of the system to respond until they reach a steady state (Hansen et al., 2005). In
this approach, the climate response to a forcing agent accounts for land surface re-
sponses (weakly connecting them to feedback processes as a result), excluding slow
ocean responses (Myhre et al., 2013, 2017). Arguably it would be more consistent to
keep both land and surface temperatures fixed (Shine et al. 2003), but this would be
difficult to apply in some climate models (Ramaswamy et al., 2019). In the fixed-SST
method, the TOA radiative flux imbalance is the sum of the direct radiative forcing
and the rapid adjustments (Forster et al., 2016; Chung and Soden, 2015a). Another
common method (Fig. 1.5) is by analyzing the transient global mean surface tempera-
ture response to an instantaneous perturbation. First, the TOA net radiative imbalance
is regressed against the surface temperature change in coupled climate model simula-
tions. The initial ERF is derived from the extrapolation of that regression line to zero
surface temperature change (Gregory et al., 2004).

In the fixed-SST method land surface properties such as temperature, vegetation,
and snow and ice cover are allowed to adjust. Thus the effects of the forcing agent
and the rapid adjustments to that particular agent are considered in the ERF (same as
in SARF, but with stratospheric temperature adjustments only considered). In the case
of aerosols, the cloud rapid adjustments account for the effects of indirect and semi-
direct forcings (see Section 1.1) (Myhre et al., 2013). Calculation of ERF using the
fixed-SST method leads to much smaller uncertainty due to internal variability than
using the regression method in simulations of similar length, making the former prob-
ably a better indicator of very small forcings (Forster et al., 2016; Myhre et al., 2013).
Forster et al. (2016) found that 30-year integrations are sufficient to limit global forc-
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ing to within 0.1 W m™ when keeping SSTs constant, making it a more accurate and
computationally efficient method. Richardson et al. (2019) concluded that ERF defini-
tion based on fixed-SST experiments is the best predictor of the climate responses
among various forcing agents. Furthermore, the fixed-SST technique yields a smaller
spread across models and is available for a greater number of forcing agents in the
latest climate models than forcing calculated with the use of the regression method
(Myhre et al., 2013). The fixed-SST technique separates forcing and feedback by their
timescales, because it accounts for land surface and atmosphere responses, which
have short timescales, but does not include responses with longer timescales (Forster
et al., 2016).

RF — stratospherically adjusted

Figure 1.5. SARF and ERF estimates for the example of 4 x CO, experiments in one climate
model. N denotes the TOA net energy imbalance and AT the global mean surface temperature
change. The fixed-SST ERF estimate is derived from an atmosphere—land model averaged
over a 30-year period. The regression ERF estimate is from 150 years of a coupled model
simulation after an abrupt quadrupling of CO,, with the N from individual years in this re-
gression shown as black diamonds. SARF is the energy imbalance at tropopause from radia-
tion calculations at 1 x and 4 x CO, concentrations [Figure taken from Boucher et al., 2013].

However, there are some disadvantages to the fixed-SST approach. Although the
ERF calculated with constant SSTs accounts for a portion of land area responses, its
value is slightly less than it would be if the surface temperature was constant every-
where. While possible to adjust for this in the global mean forcing, the land response
will create artificial gradients in land—sea temperatures, which could bring about small
local climate responses (Myhre et al., 2013). Land surface temperatures changes can
lead to small changes of global mean surface temperature, making it more difficult to
distinguish forcings from responses (Forster et al., 2016; Sherwood et al., 2015), as
land surface temperature responses and feedbacks from land surface temperature
changes are included in the calculation of adjustments (Chung and Soden, 2015b). In
order to separate forcing and response, globally averaged feedback based “correc-
tions” have been applied to the land surface-based global temperatures change in the
implementation of the fixed-SST method, but they do not work well (Hansen et al.,
2005; Sherwood et al., 2015).
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On the other hand, the regression approach allows for forcing and response to be
examined from a single model integration (Forster et al., 2016). The regression ap-
proach allows tropospheric, stratospheric and land surface feedback mechanisms to
act (Hansen et al., 2005), neatly separating adjustments from global-mean tempera-
ture change (Sherwood et al., 2015). However, the regression method does not include
a global mean temperature response and can be complicated by natural variability or
time-varying feedbacks (Myhre et al., 2013; Boucher et al., 2013; Sherwood et al.,
2015). Moreover, ERF values depend on the type of regression and change substan-
tially as more years are included in the regression, which are needed to reduce the un-
certainty in ERF (Forster et al., 2016). It should also be noted that the separation of
the instantaneous forcing from the radiative adjustments is not possible using either
the regression or the fixed-SST methods (Chung and Soden, 2015b). In this work, on-
ly the fixed-SST approach is considered.

Both the ERF and SARF concepts have merits and disadvantages. ERF is easier
to estimate than the traditionally used definitions of radiative forcing in global climate
models (GCMs) and represents the eventual temperature response more accurately
(Forster et al., 2016). However, ERF is highly depended on its method of calculation
(Forster et al., 2016) and is restricted only to forcing mechanisms that are of suffi-
cient magnitude in order for their impact on TOA fluxes to become distinct from the
noise deriving from the climate model’s own internal variability (Ramaswamy et al.,
2019). Meteorological variability can also complicate the identification of ERF from
small forcings that are more easily isolated in radiative transfer calculations per-
formed for SARF (Myhre et al., 2013). In contrast, SARF is sensitive to the choice of
tropopause level, whose definition can be quite nebulous and may differ among cli-
mate models (Myhre et al., 2013; Hansen et al., 2005; Shine et al. 2003). Despite all
that, several studies show that SARF is a good estimate of ERF in the majority of the
cases, as they are nearly equal, with the exceptions of forcings related to BC (Bond et
al., 2013). ERF is a better indicator of these effects, along with others, including all
aerosol—cloud interactions. While ERF and SARF are generally quite similar when it
comes to WMGHG quantification, ERF is usually more fitting for characterizing
NTCEF climate responses (Myhre et al., 2013).

However, ERF estimates tend to have a larger uncertainty range than SARF esti-
mates, because rapid adjustments differ in intensity across climate models due to their
more complicated nature and less theoretical understanding (especially cloud adjust-
ments resulting from complex interactions between processes that may or may not be
adequately represented in climate models), thus complicating the distinction between
adjustments and feedbacks arbitrated by surface temperature change (Myhre et al.,
2013; Ramaswamy et al., 2019). In order to examine and quantify the importance of
climate feedback processes consistently among individual climate models, the radia-
tive kernel technique was developed (Chung and Soden, 2015a, b). Radiative kernels
describe the differential response of TOA radiative fluxes to incremental changes in
climate variables, and can help detect the inconsistencies in transient climate response
among climate models through accurate decomposition of TOA radiative flux imbal-
ances (Chung and Soden, 2015a).

Generally, the most broadly used definitions of forcing and the majority of forc-
ing-based metrics are proportionate to the eventual temperature response on a global
scale, and do not estimate impacts like changes in global precipitation (which are
more limited by surface and atmospheric energy, rather than energy budget perturba-
tions at TOA or tropopause; Andrews et al., 2010), extreme events, etc., or regional
temperatures, which can be considerably different from the global mean (Myhre et al.,
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2013). These metrics help understand the factors that drive global mean temperature
changes, but they give little insight on the factors driving broader climate change
(Myhre et al., 2013). In particular, the SARF and ERF concepts do not consider the
complex nature of certain climate forcers, they cannot characterize sufficiently nor
reduce the uncertainties in the determination of the forcings and their precursor pa-
rameters (i.e., emissions), and their reliance on numerical models for forcing estima-
tions (since it is difficult to verify the theoretically developed concept of RF against
observations or measure parameters relevant to forcing estimates) makes them suscep-
tible to inconsistencies among different model estimates (Ramaswamy et al., 2019). It
is clear that a metric relying exclusively on radiative perturbations cannot allow com-
parison of non-radiative forcings, and provides a limited perspective on the relative
contribution of radiative forcing to climate change (Myhre et al., 2013).
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Figure 1.6. An overview of forcing and feedback pathways involving GHGs, aerosols and
clouds. Forcing mechanisms are shown as straight green and dark blue arrows. Rapid adjust-
ments are indicated by brown dashed arrows and feedbacks by curving arrows. The final tem-
perature response relies on the ERF imposed on the climate system, that is, after considering
rapid adjustments and feedback processes [Figure taken from Boucher et al., 2013].

1.2.3 ERF and Climate Impacts of Anthropogenic Aerosols

Anthropogenic aerosols influence the energy balance of the surface and the at-
mosphere by scattering and absorption of solar radiation, affect clouds (and vice ver-
sa; Rosenfeld et al., 2014a) and precipitation (e.g., Gu et al., 2016; Tang et al., 2018;
Undorf et al., 2018), and can perturb the Earth’s hydrological cycle (Andrews et al.
2010; Hoose et al., 2009). The sign and magnitude of the ARI forcing depends on the
radiation wavelength and the physical and chemical properties of the aerosol particles,
along with environmental factors, like the incident radiation amount, relative humidi-
ty, and the reflectivity of the underlying surface (Bellouin et al., 2020). Scattering
aerosols (like SO, and OC), which reflect solar radiation back to space, increase the
planetary albedo and exert a negative TOA forcing (Ramanathan and Carmichael,
2008), resulting in a decrease in global mean surface temperature (Baker et al., 2015).
Over the historical period, aerosols have a net negative radiative forcing, mainly con-
fined to the NH (Ramaswamy et al., 2019) and around industrialized regions, such as
N. America, Europe, E. Asia and S. Asia (Kasoar et al., 2018). Therefore, anthropo-
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genic aerosol species induce a preferential cooling of the NH (Ramaswamy et al.,
2019), with the surface temperature of some NH regions being more sensitive to aero-
sol perturbations than others (Richardson et al., 2019). This causes a meridional shift
in the Intertropical Convergence Zone (ITCZ) towards the warmer hemisphere (there
is a pronounced southward shift in tropical precipitation), which induces local precipi-
tation changes in the tropics and the monsoon regions (Baker et al., 2015; Ramaswa-
my et al., 2019; Voigt et al., 2017). Moreover, hydrophilic aerosol particles acting as
CCN allow the formation of a greater amount of small sized cloud droplets, increasing
the cloud amount, albedo and lifetime, thus contributing to the negative forcing
(Baker et al., 2015; Ramanathan and Carmichael, 2008). By reducing the amount of
droplets large enough to precipitate, they can cause regional precipitation decreases
(Baker et al., 2015). CCN serving aerosols brighten clouds through the Twomey ef-
fect and reflect more solar radiation back to space, cooling the layer below cloud tops
(Rosenfeld et al., 2014a). It should be noted that the globally averaged impact of aero-
sols does not necessarily reflect the regional climate responses, which can be substan-
tial in magnitude even if the global forcing is small (Barlett et al., 2017).

The SO, radiative forcing is globally negative and strongest over NH industrial
regions, especially during the warm period when the insolation is at its highest (Hay-
wood and Boucher, 2000), being the main aerosol driver of surface temperature for
present-day emissions (Baker et al., 2015). Biomass burning aerosols may exert either
a net cooling or a net warming effect depending on their type and the reflectivity of
the underlying surface (Chand et al., 2009). On average, fossil fuel (biomass burning)
BC and OC combined have a positive (negative) forcing (Hansen et al., 2005; Hay-
wood and Boucher, 2000). BC absorbs incoming solar radiation, having a positive
TOA forcing and a net warming effect on the atmosphere, with the local impact of BC
on the surface temperature relying on its altitude; BC in low levels can warm the sur-
face through LW radiation emission, while BC in higher levels can decrease the sur-
face temperature via absorption of a portion of the solar radiation before it reaches the
surface (Ramanathan and Carmichael, 2008; Baker et al., 2015). The forcing from
BC cloud effects is positive over the industrial era with considerable uncertainty
(Bond et al., 2013). BC solar heating can reduce the relative humidity of the cloud
layer it resides, causing cloud drops to evaporate and thus decreasing the albedo and
amount of low clouds (especially if it is embedded in cloud droplets), consequently
intensifying the positive BC forcing and the Earth-atmosphere system warming (Ra-
manathan and Carmichael, 2008; Lohmann and Feichter, 2005). Allen et al. (2019)
found substantial global annual mean reductions in low- and mid-level clouds, along
with weaker decreases in high-level clouds, leading to a positive semi-direct effect,
suggesting that cloud adjustments tend to warm the climate system. BC forcing is
greater when above low clouds than under clear sky conditions, whereas when situat-
ed below clouds, it has a decreased contribution to forcing (Bond et al., 2013). BC
deposition on ice and snow surfaces can decrease their albedo and darken them, in-
ducing a positive forcing on the climate and enhancing the local surface temperature
response (Ramanathan and Carmichael, 2008; Ramaswamy et al., 2019; Bond et al.,
2013). Small reductions in snow albedo can have significant adjusted forcing, as the
resulting warming influences the snow grain size, along with its sublimation and melt
rates, thus amplifying the radiative forcing (Bond et al., 2013).

BC forcing due to the direct effect and snowpack change provokes a warming of
the troposphere and the top of the cryosphere, leading to additional changes in surface
temperature, precipitation, clouds and circulation (Bond et al., 2013). Forcing from
BC mainly warms the mid- and high latitudes of NH and may cause regional circula-
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tion and precipitation changes, including a northward shift of the ITCZ, changes in
the Asian Monsoon precipitation patterns, and the Arctic warming (Bond et al., 2013).
The impacts of BC forcing on the Arctic surface temperature are complicated, be-
cause they depend on the location and altitude of the forcing (Sand et al., 2013; Baker
et al., 2015; Stjern et al., 2019). During winter, BC is most intensely transported
northward and has a longer lifetime, resulting in a BC concentration maximum in the
Arctic in late winter and spring, with the high concentrations remaining until the melt-
ing season (Sand et al., 2013). BC has intricate effects on precipitation patterns, be-
cause it warms the atmosphere, but may either cool or warm the surface, reducing or
increasing surface evaporation and resulting precipitation (Andrews et al., 2010;
Baker et al., 2015). The net effect on precipitation and clouds strongly relies on the
region and vertical profile of BC (Andrews et al., 2010; Baker et al., 2015; Hod-
nebrog et al., 2016). On a global scale, the altitude of absorbing aerosols affects the
sign and magnitude of globally averaged precipitation changes. Unless BC is near the
surface, there appears to be a net decrease in precipitation (Hodnebrog et al., 2016)
through rapid adjustments (Bond et al., 2013). BC can either enhance or reduce cloud
cover, depending on its location and the cloud type. BC at high altitudes stabilizes the
atmosphere, leading to increased stratocumulous clouds formation (Ramanathan and
Carmichael, 2008; Baker et al., 2015). It should be noted that temperature, cloud, and
in some cases, precipitation responses to absorbing aerosols are controlled by rapid
adjustments, which lead to a negative radiative perturbation, thus partly counterbal-
ancing the positive direct forcing of absorbing aerosols, eventually causing a quite
weak surface temperature response (Allen et al., 2019).

As stated in ARD, the total anthropogenic net TOA ERF is positive over the in-
dustrial era (1750-2011 period) with a value of 2.3 (1.1 to 3.3) W m™?, (the uncertain-
ty values in the parenthesis represent the 5-95% (90%) confidence range), and has
increased at a greater rate since 1970 (Myhre et al., 2013). While anthropogenic in-
creases in WMGHGs have largely enhanced the greenhouse effect due to LW radia-
tion absorption, with their ERF estimated at 2.83 (2.26 to 3.40) W m 2, aerosols partly
offset this forcing, but with larger uncertainties (Myhre et al., 2013). In IPCC AR5,
the aerosol ERF was separated into forcing from aerosol-radiation interactions (ERFa-
ri) and aerosol-cloud interactions (ERFaci). The total net ERF due to aerosols (ERFa-
ri+aci), including rapid adjustments, like changes to cloud lifetime and altitude, and
microphysical effects of aerosols on clouds, but without the effects of absorbing aero-
sol on ice and snow, was estimated to be —0.9 (-1.9 to —0.1) W m2 (Boucher et al.,
2013; Myhre et al., 2013). The ERFari was estimated to be —0.45 (-0.95 to +0.05) W
m 2 (Boucher et al., 2013; Myhre et al., 2013), while Myhre et al. (2013) estimated an
ERFaci, which they defined as ERFari+aci minus ERFari, and represented only aero-
sol induced rapid adjustments initiated by aerosol-cloud interactions, at —0.45 (1.2 to
0.0) W m2. The ERFari+aci does not necessarily equal the sum of ERFari and ER-
Faci due to nonlinearities in forcings and rapid adjustments (Boucher et al., 2013),
and it was coincidental that the two were equal. There are numerous climate model
estimates of ERFari+aci, which may vary due to the selection of a different year as a
pre-industrial period, to the different method of ERFari+aci calculation among models
or to the different aerosol-cloud interaction processes considered (Boucher et al.,
2013).

Myhre et al. (2017) showed that there is stronger positive radiative forcing of aer-
osols and O3 over the 1990-2015 period than reported in IPCC AR5, with the globally
averaged total forcing being almost +0.2 W m™ due to considerable reductions in
global mean SO, emissions and higher BC emissions. Shindell et al. (2013) estimated
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a mean 1850 to 2000 aerosol ERF value of —1.2 +0.5 W m 2, with the largest negative
values over and near Europe, N. America, and east and south Asia, and positive val-
ues over the Sahara, parts of the Himalayas/Karakoram, and over both the polar re-
gions. Shindell et al. (2015) estimated a global historical aerosol forcing at —1.0 +0.4
W m and found that large aerosol forcings in eastern N. America and Europe likely
moderated the local WMGHG warming. Zanis et al. (2012) found that anthropogenic
aerosols caused a negative RF and small changes in the near-surface temperature over
Europe during the 19962007 period, with cooling south of the latitudinal zone 50°-
55° N and warming northwards. Zelinka et al. (2014) estimated a SW ERFari+aci of
~1.40 +0.56 W m 2, 25% of which from ERFari (=0.35 +£0.20 W m?), which was
Iargest near emission sources and accounted for aerosol scattering (—0.62 +£0.30 W
m %) and aerosol absorption (+0.26 +0.12 W m2), and 75% from ERFaci (—1.04
+0.67 W m %), which was large close to and downwind of emission sources and con-
sisted of —0.99 +0.54 W m 2 from increased cloud scattering, along with much small-
er contributions from increased cloud amount and absorption.

Recent studies used simulations from climate models participating in the sixth
phase of the Coupled Model Intercomparison Project (CMIP6; Eyring et al., 2016).
Michou et al. (2020) calculated the anthropogenic aerosol ERF using 30-year fixed-
SST simulations from the CNRM-CM6-1 and CNRM-ESM2-1 models and estimated
an overall ERF, ERFari and ERFaci of —1.10, —0.36, and —0.81 W m ? for CNRM-
CM6-1 and —0.74 , —0.21, and —0.61 W m 2 for CNRM-ESM2-1, respectively. They
also calculated the overall ERF, ERFari and ERFaci due to BC (0.11, 0.13, and —0.03
W m?, respectively), due to OC (—0.17, —0.07, and —0.14 W m?, respectively), and
due to SO, (-0.75, —0.29, and —0.53 W m?, respectively) using the CNRM-ESM2-1
model (Michou et al., 2020). Oshima et al. (2020) used the MRI-ESM2.0 model to
estimate the overall ERF, ERFari, ERFaci and ERFalb (i.e., the ERF caused by sur-
face albedo changes) due to anthropogenic aerosols (—1.22, —0.32, —0.98, and 0.08 W
m 2, respectively), due to BC (0.24, 0.25, —0.09, and 0.07 W m 2, respectively), due
to OC (-0.33, —0.07, —0.21, and —0.05 W m2, respectively), and due to SO, (-1.38,
—0.48, —0.94, and 0.05 W m 2, respectively). Smith et al. (2020) estimated the multi-
model mean present-day aerosol ERF to be —1.01 +0.23 W m 2 from 17 models using
the fixed-SST method and the total ERFari+aci to be —1.04 +0.20 W m 2, 22% of
which from ERFari (-0.23 W m2) and 78% from ERFaci (-0.81 W m ), using the
approximate partial radiative perturbation (APRP) method. Thornhill et al. (2021a)
estimated the multi-model mean total ERF for the aerosols at —1.01 +£0.25 W m 2, for
BC at 0.15+0.17 W m 2, for OC at —0.25 +0.09 W m2, and for SO, at —1.03 +0.37 W
m~? from 10 models. Zanis et al. (2020) using simulations from 10 models calculated
the multi-model mean global fixed-SST ERF due to anthropogenic aerosols at —1.00
+0.24 W m? (-1.46 +0.44 W m 2 in NH and —0.54 +0.18 W m % in SH) on an annual
level, as well as during the boreal winter (DJF) with a value of —0.76 +0.26 W m 2
(—1.00 £0.42 W m 2 in NH and —0.53 £0.20 W m 2 in SH) and in the boreal summer
(JJA) valued at —1.12 +0.35 W m 2 (=1.79 +0.67 W m 2 in NH and —0.46 +0.14 W
m 2 in SH).

Numerous researches examining the effects of aerosols on the Earth’s climate
have been conducted. Zanis et al. (2020) investigated the fast responses on pre-
industrial climate in response to anthropogenic aerosol ERF using the fixed-SST
method finding that there is a cooling over the NH land regions, in particular, with the
largest cooling over India and E. Asia, while there was an apparent warming in the
Arctic during the winter. They also detected the strongest fast precipitation responses
in the tropics, with a reduction over continental areas and a southward shift of the
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tropical rain belt (away from the cooled hemisphere), along with a weakening of the
monsoon systems over the globe (Zanis et al., 2020). Thornhill et al. (2018) studied
the impact of biomass burning aerosols on the regional climate in South America and
they found that increased emissions in September (peak biomass emissions month)
caused substantial burning off and cloud cover change due to reduced deep convec-
tion, while the mean surface temperature decreased by 0.14+0.24°C and then mean
precipitation decreased by 14.5% in the peak biomass region due to changes in cloud
cover and microphysical properties. According to Hodnebrog et al. (2016), the local
anthropogenic biomass burning emissions of BC and OC are the main cause of S. Af-
rican dry season precipitation reduction during the last century.

Furthermore, many studies examining the effects of aerosol emission or concen-
tration increases on the climate system have been published. Liu et al. (2018) found
that the ITCZ experiences a southward (northward) shift when SO, (BC) aerosols in-
crease and the storm tracks move towards the equator when the Asian SO, aerosols
increase, while there is a decrease in precipitation over Europe (especially the Medi-
terranean) when the Asian BC increases. Zhang et al. (2021) found that an increase in
BC (SO,) emissions induces a decrease in global-mean precipitation, dominated by
fast (slow) responses, with a reduction in extratropical precipitation and a northward
(southward) shift of the ITCZ, along with tropical rainfall. Similar results were de-
rived from other papers studying the impacts of SO, emission or SO, concentration
increases on the climate system, which, on average, showed negative radiative forcing
over the emission region, temperature decreases concentrated on the NH with consid-
erable responses in the Arctic, precipitation reductions and a southward shift of the
ITCZ (Lewinschal et al., 2019; Richardson et al., 2019; Samset et al., 2016). Barlett
et al. (2017) showed that increased SO, aerosols mainly from E. Asia impact the re-
gional climate (surface cooling, E. Asian monsoon circulation weakening, S. Asian
monsoon suppression) and remote areas of the NH (shift of W. African monsoon rain-
fall, temperature anomalies in northern mid-latitudes), while Liu et al. (2018) con-
cluded that, although European aerosols are more efficient in driving global changes,
Asian SO, aerosols influence local precipitation more effectively than European SO,
aerosols do for Europe. As far as BC is concerned, increases in its emissions or con-
centrations produce a strong heating near the tropopause (Richardson et al., 2019),
generate positive (negative) temperature (precipitation) response, while the mean pre-
cipitation change is dominated by fast responses, and is generally negative at most
latitudes, with a northward shift of the ITCZ (Samset et al., 2016). Sand et al. (2013)
found that increased BC forcing over the Arctic reduces the local surface air tempera-
ture (despite the positive TOA radiative forcing) with a parallel increase in sea ice
fraction (in spite of the greater sunlight absorption) due to surface dimming and the
weakening of northward heat transport caused by a meridional temperature gradient
decrease. However, they detected that BC forcing at the mid-latitudes substantially
warms the Arctic surface and reduces the sea-ice fraction, concluding that BC forcing
outside the Arctic could be more significant to its climate change than the forcing
within the Arctic itself (Sand et al., 2013). The analysis of Stjern et al. (2017) showed
that increased BC concentrations produced a positive ERF, a warming globally and in
the Arctic, in particular, and an increase (decrease) in Low-level (high-level) cloud
amounts. Temperature and cloud responses to BC forcing were dominated by rapid
adjustments, while the rapid temperature response was especially strong above 400
hPa (Stjern et al., 2017). Smith et al. (2018) found similar results to increased BC
emissions or concentrations, which induced a strong negative total adjustment, with
the largest negative (positive) contributions being the tropospheric temperature and
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clouds (water vapour). BC forcing caused a warming and wetting throughout the at-
mosphere connected to a large cloud fraction reduction, especially at higher levels
(Smith et al., 2018). Tang et al. (2018) found that increases in BC concentrations or
emission induce a local heating and an apparent precipitation reduction in the Medi-
terranean, by creating an enhanced positive sea level pressure pattern akin to the
North Atlantic Oscillation—Arctic Oscillation.

Aerosols can also exert a radiative forcing after they are removed from the at-
mosphere (Bellouin et al., 2020). The predominant effect of aerosol removal is the
loss of present-day SO, induced cooling. On a global scale, aerosol removal enhances
the climate impacts already expected for the near future (Samset et al., 2018). In gen-
eral, reductions in aerosol emissions cause a net precipitation increase due to greater
surface insolation, resulting in more available heat for evaporation and convection
(Westervelt et al., 2018). Samset et al. (2018) showed that removing anthropogenic
aerosols increases the global mean surface temperature (0.5-1.1°C), precipitation
(2.04.6%) and extreme weather indices, with extreme events having a higher sensi-
tivity to aerosol reductions over the major aerosol emission regions. Westervelt et al.
(2018) found that when regional aerosol emissions are reduced, regional and global
precipitation mostly increases, with the strongest responses occurring for SO, Euro-
pean and U.S. emissions reductions. They detected the strongest precipitation re-
sponses in the tropics, which affect the El Nifio—Southern Oscillation, while Sahel
precipitation increases in response to remote aerosol reductions due to a northward
shift of the ITCZ (Westervelt et al., 2018). BC radiative forcing ceases within weeks
after the termination of emissions due to its short atmospheric lifetime (Bond et al.,
2013). Chen et al. (2010) found that a 50% decrease in BC/OC emissions, results in a
reduction in global cloud radiative forcing (a reverse “cloud albedo effect”). Baker et
al. (2015) concluded that reductions in SO, emissions have a strong response, with an
increase in surface temperature mainly in the NH mid- and, particularly, high lati-
tudes, a corresponding increase in global mean precipitation, and a northward shift of
the ITCZ, while removal of BC and OC emissions had much weaker responses, with
the latter exhibiting similar response patterns to the removal of SO, including a weak
northward ITCZ shift and corresponding precipitation changes. Other studies agree
that SO, emission or SO,4 concentration reductions lead to positive ERF concentrated
near the source region, global surface temperature increases, concentrated over the
NH with an amplification of warming towards the Arctic region (Kasoar et al., 2016,
2018; Conley et al., 2018)

The ERF concept gives rise to many uncertainties. As it can be estimated mostly
through model simulations, it is prone to generate numerous uncertainties that may be
due to its calculation approach (e.g., Forster et al., 2016; Hansen et al., 2005), the
method of estimating climate forcing, responses, and feedbacks (e.g., Lewinschal et
al., 2019; Lohmann et al., 2010; Samset et al., 2016; Zanis et al., 2012), the inade-
quate theoretical underpinning of the aerosol-cloud interactions (e.g., Rosenfeld et al.,
2014b), the limitations of the ERF concept itself (e.g., Myhre et al., 2013), the uncer-
tainties in the aerosol pre-industrial or present-day emissions, concentrations or
sources (e.g., Wan et al., 2021; Wilcox et al., 2015), the uncertainties in the effects of
natural drivers, such as natural aerosols (e.g., Carslaw et al., 2013), the models’ rep-
resentation of aerosols, ARI, ACI or atmospheric and aerosol chemistry (e.g., Ghan et
al., 2012; Hoose et al., 2009; Kasoar et al., 2016; Bellouin et al., 2020; Allen et al.,
2019; Rosenfeld et al., 2014a; Rotstayn and Liu, 2005; Sand et al., 2013; Westervelt et
al., 2018; Wilcox et al., 2015; Zelinka et al., 2014), the modeled natural climate varia-
bility and meteorology or the simulated climate responses and feedbacks (e.g., Baker
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et al., 2015; Wilcox et al., 2015; Zelinka et al., 2020), the models’ ability to simulate
sub-grid scale features and phenomena (Allen et al., 2019), the models’ internal varia-
bility, biases, and parameterization schemes (e.g., Zanis et al., 2012; Zelinka et al.,
2020), etc.

Over the last decades, the Coupled Model Intercomparison Project (CMIP) has
systematically tried to understand the radiative forcing due to aerosols and reactive
gases. Currently in its sixth phase (CMIP6; Eyring et al., 2016), the interest is focused
on the ways the Earth system responds to forcing and the methods of evaluating future
climate change, along with discovering the sources and ramifications of model biases.
CMIP6 endorses 21 MIPs, two of which are of interest here. The Radiative Forcing
Model Intercomparison Project (RFMIP; Pincus et al., 2016) addresses the question
of how the Earth system reacts to radiative forcing by examining ERF and its compo-
nents and by identifying robust model responses to aerosol RF. The Aerosol Chemis-
try Model Intercomparison Project (AerChemMIP; Collins et al., 2017) is designed to
quantify the impacts of NTCFs, N,O and Os-depleting halocarbons on climate and air
quality through targeted simulations with CMIP6 climate model containing an interac-
tive representation of atmospheric chemistry and tropospheric aerosols. In this study,
models participating in AerChemMIP and RFMIP are used to examine the ERF of
BC, OC and sulphate aerosols, as well as their impact on surface air temperature.
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CHAPTER 2: DATA AND METHODOLOGY

2.1 Models and Data

In the present work, simulations from state-of-the-art Earth System Models
(ESMs) participating in CMIP6 (Eyring et al., 2016) were used (Table 2.1). The five
models included in this study are CNRM-ESM2-1, GFDL-ESM4, MPI-ESM-1-2-
HAM, MRI-ESM2-0, and NorESM2-LM, with the latter providing two physics vari-
ants, rlilplfl and rlilp2fl (hereafter “p1” and “p2”, respectively), with aerosol
treatments that are different enough to justify treating the variants as separate models,
bringing the total to six. The main characteristics of each model’s atmospheric chem-
istry and aerosol schemes are summarized below.

Table 2.1. Information on model atmospheric resolution (horizontal and vertical levels), type,
variant label and references. Each experiment (see Table 2.2) has a variant label r,ippcfy,
where a is the realization index, b is the initialization index, c is the physics index and d is the
forcing index.

Atmospheric Model Variant

Model Name Resolution Type Label References/DOI
(lon x lat)
1.4°x1.4° ESM

Seferian (2019a-€)

CNRM-ESM2-1 folp'fg’\f;f_ {r‘:t'gact rlilplf2  Séférian et al. (2019)
78.4 Km 2erosols Michou et al. (2020)
0 o
411§2|59\;(e|13 ESM Horowitz et al. (2018a-€)
GFDL-ESM4 ton level: interact.  rlilplfl Horowitz et al. (2020)
0 81 hPa. aerosols Dunne et al. (2020)
Neubauer et al. (2019b, c)
o 0 Neubauer et al. (2020a-c)
1'78:; e)|(51'875 ESM Mauritsen et al. (2019)
MPI-ESM-1-2-HAM ton level: interact.  rlilplfl Tegen etal. (2019)
0 81 hPa. aerosols Neubauer et al. (2019a)
' Lohmann and Neubauer
(2018)
0 0
ébllzes\/ e)|(51'125 ESM Yukimoto et al. (2019a-f)
MRI-ESM2-0 ton level: interact.  rlilplfl Oshima et al. (2020)
0 81 hPa. aerosols Kawai et al. (2019)
0 0
gfle’\‘/ ell'5875 ESM  ip  Oliviéetal (2019a-6)°
NorESM2-LM _ interact. P Kirkevag et al. (2018)
top level: | rlilp2fl | |
3 hPa aerosols Seland et al. (2020)

% In the references, versions 20191108 and 20190815 are referred to r1ilpl1fl, and version 20200218 to
rlilp2fl.
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The CNRM-ESM2-1 model (Séférian et al., 2019; Michou et al., 2020) uses the
Reactive Processes Ruling the Ozone Budget in the Stratosphere Version 2 (REPRO-
BUS-C_v2) atmospheric chemistry scheme, in which chemical evolution is calculated
only above the 560 hPa level. Below that level, the concentrations of the species are
relaxed either toward the yearly evolving global mean abundances (Meinshausen et
al., 2017) or toward the 560-hPa value. The Tropospheric Aerosols for ClimaTe In
CNRM (TACTIC_v2) interactive tropospheric aerosol scheme is also used in CNRM-
ESM2-1, which implements a sectional representation of BC, organic matter, sulfates
(SOy), sea-salt and desert dust. The SO, precursors evolve in SO, aerosols with de-
pendence on latitude (Séférian et al, 2019). Biomass burning and anthropogenic
emissions are provided by van Marle et al. (2017) and Hoesly et al. (2018), respec-
tively. The cloud droplet number concentration is dependent on the concentrations of
sea-salt, sulfate and organic matter, thus representing the cloud albedo (or Twomey)
effect, but not any other aerosol-cloud effects.

The GFDL-ESM4 model (Dunne et al., 2020; Horowitz et al., 2020) consists of
the Geophysical Fluid Dynamics Laboratory (GFDL)'s Atmosphere Model version
4.1 (AM4.1), which includes an interactive tropospheric and stratospheric gas-phase
and aerosol chemistry scheme. In contrast to the previous model version (AM4.0),
nitrate and ammonium aerosols are treated explicitly, the rate of aging of BC and OC
from hydrophobic to hydrophilic forms changes depending on the calculated concen-
trations of hydroxyl radical (OH), and oxidation of SO, and dimethyl sulfide (DMS)
to produce SO, aerosols is driven by the gas-phase oxidant concentrations (OH, Os
and H,0,) and cloud pH (Horowitz et al., 2020). The time series of monthly biomass
burning and anthropogenic emissions of ozone precursors, aerosols and aerosol pre-
cursors are derived from van Marle et al. (2017) and Hoesly et al. (2018), respective-
ly.

The MPI-ESM-1-2-HAM model (Mauritsen et al., 2019; Tegen et al., 2019;
Neubauer et al., 2019a; Lohmann and Neubauer, 2018) is the latest version of the
Max Planck Institute for Meteorology Earth System Model (MPI-ESM1.2) coupled
with the Hamburg Aerosol Model version 2.3 (HAMZ2.3). It contains the atmospheric
general circulation model developed by the Max Planck Institute for Meteorology
(ECHAMG6.3). The ECHAM6.3-HAM2.3 uses a two-moment cloud microphysics
scheme in order to study aerosol—cloud interactions and improve the simulation of
clouds. The aerosol-cloud interactions are simulated in liquid, mixed-phase and ice
clouds (Neubauer et al., 2019a). The aerosol microphysics module HAM calculates
the evolution of an aerosol ensemble considering the species BC, OC, sulfate, sea salt
and mineral dust. In its default version, HAM simulates the aerosol spectrum as the
superposition of 7 lognormal modes (nucleation, Aitken, accumulation and coarse
modes) (Tegen et al., 2019). As far as emissions are concerned, the default version of
ECHAM®G6.3-HAMZ2.3 uses the Atmospheric Chemistry and Climate Model Intercom-
parison Project (ACCMIP) emission dataset (Lamarque et al., 2010) for anthropogen-
ic and biomass burning emissions (Tegen et al., 2019), while for anthropogenic aero-
sol emissions the Global Fire Assimilation System (GFAS) (Kaiser et al., 2012) or the
Community Emissions Data System (CEDS) (Hoesly et al., 2018) datasets can be
used (Neubauer et al., 2019a).

The MRI-ESM2 model (Yukimoto et al., 2019a; Oshima et al., 2020; Kawai et
al., 2019) includes the MRI Chemistry Climate Model version 2.1 (MRI-CCM2.1)
atmospheric chemistry model, which computes the evolution and distribution of
ozone and other trace gases in the troposphere and middle atmosphere, and the Model
of Aerosol Species in the Global Atmosphere mark-2 revision 4-climate
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(MASINGAR mk-2r4c) aerosol model, which contains BC, OC, non sea-salt sulfate,
mineral dust, sea salt and aerosol precursor gases (e.g. SO, and DMS), assuming ex-
ternal mixing for all aerosol species (Yukimoto et al., 2019a). In MASINGAR mk-
2r4c the conversion rate of hydrophobic to hydrophilic BC is depended on the rate at
which condensable materials cover hydrophobic BC, an approach that could repro-
duce the seasonal variations of BC mass concentrations that are observed over the
Acrctic region (Oshima et al., 2020).

NOrESM2-LM (Kirkevdg et al., 2018; Seland et al., 2020) is the “low resolution”
version of the second version of the coupled Norwegian Earth System Model
(NorESM2). It employs the CAMG6-Nor atmosphere model, which uses parameterisa-
tion schemes for aerosols and aerosol-radiation—cloud interactions, and the
OsloAero6 atmospheric aerosol module, which describes the formation and evolution
of BC, OC, sulfate, dust, sea salt and secondary organic aerosol. Anthropogenic emis-
sions of BC, organic matter and SO, are prescribed based on Hoesly et al. (2018),
while biomass burning emissions follow van Marle et al. (2017). The oxidant concen-
trations of OH, ozone, NO3 and HO; are prescribed by 3D monthly mean fields (Se-
land et al., 2020).

Table 2.2. List of fixed-SST ERF simulations. The 30 year experiments used pre-industrial
climatological average SST and sea ice distributions. The year indicates that the emissions or
concentrations were fixed to that year (modified from Collins et al., 2017).

Experiment Aerosol Ozone CFC/

name CH,  N.O precursors precursors HCFC MIP
piClim-control 1850 1850 1850 1850 1850 AerRCFh'\éIrLPI\//IIP
piClim-aer 1850 1850 2014 1850 1850, REMIEY
piClim-BC 1850 1850 18581(2‘2;'05)0) 1850 1850  AerChemMIP
piClim-OC 1850 1850 18?812“(’88@ 1850 1850  AerChemMIP
piClim-SO, 1850 1850 18381(2‘226552) 1850 1850  AerChemMIP

The simulations mentioned in the beginning of this chapter were carried out with-
in the framework of RFMIP (Pincus et al., 2016) and AerChemMIP (Collins et al.,
2017), which are endorsed by the CMIP6 (Eyring et al., 2016). All the models carried
out five time-slice experiments (Table 2.2); one control simulation (piClim-control)
and four perturbation experiments (piClim-aer, piClim-BC, piClim-OC, piClim-SO,)
covering a period of at least 30 years in total and using fixed climatological average
sea surface temperatures (SSTs) and sea ice distributions corresponding to the year
1850, which is considered as a pre-industrial period that matches the onset of the ma-
jority of surface temperature records and also the start of the historical climate simula-
tions of the Coupled Model Intercomparison Project (CMIP; Eyring et al., 2016). The
number of years chosen for these experiments is the minimum value in order to mini-
mize internal variability (mainly from clouds), which generates substantial interannual
variability in the ERFs (Forster et al., 2016). It should be noted that concentrations of
well-mixed greenhouse gases (WMGHGSs), emissions of Oz precursors and O3 deplet-
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ing halocarbons, land use and solar irradiance forcings are also set to pre-industrial
values (1850).

The control simulation (piClim-control) uses set 1850 values for the CH4, N2O,
aerosol and aerosol precursors, O3 precursors and halocarbons emissions or concen-
trations. Each perturbation experiment is run similarly for the 30-year period follow-
ing the control experiment, keeping the SSTs and sea ice fixed to pre-industrial levels,
but setting one or more of the specified species (concentrations or emissions) to pre-
sent-day (2014) values (Collins et al., 2017). Consequently, in perturbation experi-
ments piClim-BC, piClim-OC, piClim-SO,, only the BC, OC, SO, precursor emis-
sions, respectively, are set to 2014 values while all forcings are set to 1850 values,
and in piClim-aer experiment the anthropogenic aerosol precursor emissions are set to
2014 values with all forcings set to 1850 values.

2.2 Calculation Method

As discussed in Chapter 1, ERF represents the change in the net TOA radiative
flux after allowing for atmospheric temperatures, water vapor and clouds to adjust but
with global mean surface temperature or a portion of surface conditions unchanged. In
this study, the fast responses to forcing from aerosols is investigated by fixing SSTs
and sea ice cover (SIC) at climatological values, allowing all other parts of the system
to respond until reaching steady state (Hansen et al., 2005). This allows for ERF to be
diagnosed as the difference in the net TOA flux between the perturbed experiments
(piClim-aer, piClim-BC, piClim-OC, piClim-SO,) and the control (piClim-control)
simulation (Hansen et al., 2005; Sherwood et al., 2015; Smith et al., 2020; Zanis et
al., 2020; Thornhill et al., 2021a), in order to estimate the fast responses of pre-
industrial climate to present-day aerosols without any ocean response to climate
change since SSTs and SIC are fixed (Zanis et al., 2020). The fixed-SST ERF esti-
mates are more insensitive to internal climate variability as this method utilizes the
long averaging times and the absence or equalization of interannual ocean variability
in the perturbed and control simulations (Sherwood et al., 2015). In this work, the ef-
fect of aerosols only on the net radiative flux at TOA (ERF) and the surface air tem-
perature are considered.

The ERF (measured in W m™) is calculated following the method of Ghan (2013).
In order to quantify the magnitude of various processes to the overall ERF, the effec-
tive radiative forcing is analyzed into three main components: (a) ERFari, which ac-
counts for the aerosol-radiation interactions (i.e., scattering and absorption of radia-
tion by anthropogenic aerosols; Eq. 1), (b) ERFaci, which represents the effects of
aerosols on cloud radiative forcing (aerosol-cloud interactions; Eq. 2), and (c) ER-
Falb, which is largely the contribution of changes in surface albedo that are induced
by anthropogenic aerosols (Eqg. 3) (Ghan, 2013). Consequently, the sum of ERFari,
ERFaci, and ERFalb gives an approximation of the overall effective radiative forcing
of the aerosols species (Eq. 4):

ERFari = A(F — Fy), (1)
ERFaci = A(Far — Fesar), (2)
ERFalb = AFcer, 3)
ERF = ERFari + ERFaci + ERFalb, 4
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where F is the net (downward minus upward) TOA radiative flux, F4 (af: aerosol-
free) is the flux calculated ignoring the scattering and absorption of radiation by aero-
sols, Fesar (cs: clear-sky) is the flux calculated neglecting the scattering and absorption
of radiation by both aerosols and clouds and 4 denotes the difference between the per-
turbation (piClim-aer, piClim-BC, piClim-OC, piClim-SO,) and the control (piClim-
control) experiment (i.e., perturbation minus control).

This approach was implemented for both the shortwave (SW) and longwave
(LW) radiation. Moreover the sum of SW and LW radiation was calculated in order to
estimate the total ERF for each component (Eg. 5-8):

ERFari_total = ERFari_sw + ERFari_lw, 5)
ERFaci_total = ERFaci_sw + ERFaci_lw, (6)
ERFalb_total = ERFalb_sw + ERFalb_Iw, @)
ERF_total = ERFari_total + ERFaci_total + ERFalb_total, (8)

Due to differences in the spatial horizontal resolution of the models (Table 2.1),
all data were brought to a common spatial grid (2.8125° x 2.8125°) by applying bilin-
ear interpolation prior to processing. For the sake of consistency, the first 30 years
were selected for all simulations. The effective radiative forcing was calculated using
the above approach based on Ghan (2013) and the surface temperature changes (indi-
cating the fast responses) were estimated by subtracting the piClim-control experi-
ment from the perturbation experiments for each model individually. A multi-model
ensemble for the ERF components and temperature change was created, the results of
which are presented in Chapter 3 on an annual and seasonal basis, i.e., for the boreal
winter/austral summer (December, January, February — DJF), for the boreal
spring/austral autumn (March, April, May — MAM), for the boreal summer/austral
winter (June, July, August — JJA), and for the boreal autumn/austral spring (Septem-
ber, October, November — SON). Each individual model’s results for ERF and tem-
perature (annual and seasonal) are given separately in Appendices A-E. A paired
sample t-test was conducted to the results in order to check their statistical signifi-
cance at the 95% confidence level.
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CHAPTER 3: RESULTS

In this chapter, the ERF estimation and global spatial pattern using the fixed-SST
method following Ghan (2013) are presented on an annual and seasonal basis aver-
aged over the globe (Section 3.1), along with the annual and seasonal spatial pattern
of the surface temperature fast responses (Section 3.2) for the all-aerosol, BC, OC and
SO, perturbation simulations. The only the multi-model ensemble results are shown
here, whereas the results for each individual model can be found in Appendices A
through E. The spatial patterns of the ERF components at TOA and the temperature
response for each model are shown in Appendix A and E, respectively, tables with
ERF values for all experiments on an annual and seasonal level for every model are
shown in Appendix B, while barplots and boxplots of annual and seasonal ERF values
for all simulations for each individual model are presented in Appendix C and D, re-
spectively.

3.1 Effective Radiative Forcing
3.1.1 Annual

As it can be seen in Fig. 3.1, the globally averaged annual multi-model ensemble
total (SW + LW) overall ERF of anthropogenic aerosols (piClim-aer minus piClim-
control; Fig. 3.1 first row) is estimated to be —1.09 W m™ (Fig. 3.1a), in good agree-
ment with other studies that examined the ERF using CMIP6 models (e.g., Zanis et
al., 2020; Thornhill et al., 2021a; Smith et al., 2020). The lowest values are found
predominantly over East and South Asia, along with the Arabian sea and over some
parts of Indonesia, S. Africa, S. America, E. Europe and N. Pacific Ocean, while its
highest values are over the Alaska, N.W. Canada and Central Africa. The annual
global average SW ERF of anthropogenic aerosols is —1.46 W m™, while the annual
global mean LW ERF is 0.37 W m™ (Table 3.1 and Figure 3.6). The total annual
global mean ERFari is almost zero (-0.01 W m; Fig. 3.1b), with a peak negative
value over the Indian Peninsula. The annual SW and LW ERFari are found to be —
0.02 W m™? and 0.01 W m™, respectively. The globally averaged annual ERFaci is
strongly negative (-1.11 W m; Fig. 3.1c), with a pattern almost identical to that of
the overall total ERF and its SW and LW components estimated at —1.40 W m? and
0.29 W m™, respectively. The annual global mean ERFalb is calculated at 0.03 W m™,
but it has lower statistical significance globally than the other ERF components (Fig.
3.1d), with its highest values over the Himalayas, in particular, and the adjacent re-
gions in S. Asia, whereas negative values are found over the Arctic. The globally av-
eraged annual SW ERFalb is —0.03 W m™, while its LW counterpart is 0.06 W m™.

As far as the BC simulation is concerned (piClim-BC minus piClim-control; Fig.
3.1 second row), the annual global mean overall total (SW + LW) ERF value for the
model ensemble is calculated at 0.18 W m™, peaking over South and mainly, East
Asia, with quite high values over parts of Central Africa and Russia, as well (Fig.
3.1e). Its SW and LW components are of equal magnitude (0.09 W m™ each; Table
3.1). The annual total ERFari is positive all over the globe (Fig. 3.1f) and is estimated
to be 0.38 W m, with no contribution from its LW component. Its highest values are
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found predominantly over the E. Asia and downwind Pacific Ocean regions, and the
Himalayan region. The annual total ERFaci is negative (Fig. 3.1g) and has a value of
—0.22 W' m when averaged over the globe. It is most negative over the N. Pacific,
while its SW and LW components are estimated to be —~0.37 W m? and 0.15 W m?,
respectively. The mean annual LW and SW ERFalb are —0.06 W m™ and 0.08 W m?,
respectively, leading to a globally averaged annual total ERFalb of 0.02 W m™ for
BC, with the greatest values of the latter located over S. Asia, parts of North and N.E.
Russia and the Northeastern part of N. America (Fig. 3.1h).

Table 3.1. Global mean TOA values of the overall ERF (denoted as ERF), ERFari (ARI),
ERFaci (ACI), ERFalb (ALB), and globally averaged surface air temperature change (TAS)
on an annual and seasonal basis for the piClim-aer, piClim-BC, piClim-OC, and piClim-SO,
experiments for the multi-model ensemble.

ENSEMBLE ERF ARI ACI ALB TAS
total  sw lw | total sw lw | total sw lw | total sw Iw
aer | -1.09 -146 037 |-001 -002 001 | -111 -140 029 | 003 -003 0.06 | -0.03
BC | 018 009 009 | 038 038 0.00|-0.22 -0.37 0.15| 0.02 0.08 -0.06 | 0.02
ANNUAL

oC | -035 -040 0.06 | -0.07 -0.07 0.00]|-029 -033 004 | 001 000 0.01 | -0.01

so2 | -1.10 -139 0.29 | -0.27 -027 001 ]| -084 -1.04 020 | 0.01 -0.08 0.09 | -0.04

aer | -084 -112 028 | -002 -003 0.01|-0.82 -1.08 0.26 | 001 0.00 0.01 | 0.00

BC | 0.0 004 016 | 028 028 000 | -0.10 -0.28 0.17 | 002 0.03 -0.02 | 0.02

BJF oC | -035 -036 001 | -005 -0.05 0.00]|-030 -032 0.02| 000 001 -0.02| 0.00
sO2 | -098 -1.10 013 | -022 -023 001 | -073 -08 0.13 | -0.02 -0.01 -0.01 | 0.00

aer | -1.23 -160 037 | 003 003 0.00|-130 -160 030 | 004 -0.03 0.07 | -0.03

BC | 033 023 010 | 044 044 000 |-021 -035 014 | 010 014 -0.04| 0.03

MAM oC | -029 -034 004 |-005 -0.06 0.01]|-025 -027 002 | 001 0.0 0.01 | -0.02
SO2 | -1.34 -161 0.27 | -027 -026 000 | -1.04 -123 0.19 | -0.04 -0.12 0.08 | -0.05

aer | -1.19 -1.60 041 | 002 0.00 002 |-1.24 -152 028 | 003 -009 0.11 | -0.05

BC | 008 010 -0.01 | 045 045 001 | -0.35 -046 0.11 | -0.03 0.11 -0.14 | 0.04

WA oCc | -0.33 -040 0.07 | -0.07 -0.08 0.00]| -0.26 -0.31 005 | 0.00 -0.02 0.02 | -0.01
so2 | -1.11 -155 044 | -029 -030 001 -08 -1.10 0.23 | 0.04 -0.15 0.19 | -0.07

aer | -1.10 -150 040 | -005 -007 0.02|-109 -142 033 )| 004 -0.02 0.06 | -0.03

BC 012 000 013 | 036 035 000 | -021 -0.38 0.17 | -0.03 0.02 -0.05 | 0.02

SON oC | -041 -051 010 | -0.09 -0.10 0.00 | -035 -041 0.06 | 002 -0.01 0.03 | -0.02
SO2 | -096 -130 034 |-029 -030 001 |-074 -098 0.24| 007 -002 0.09 |-0.04

Regarding the OC experiment (piClim-OC minus piClim-control; Fig. 3.1 third
row), it exerts a negative TOA annual total ERF overall (Fig. 3.1i), with a value of —
0.35 W m™ mainly due to its SW rather than its LW component (—-0.40 W m and
0.06 W m™, respectively; Table 3.1). The negative values peak over E. Asia and the
N. Pacific Ocean region downwind, and Indonesia, whereas the positive ones over the
Northwestern part of N. America. OC exhibits a low total annual ERFari of —-0.07 W
m™ entirely due to its SW component and appears to peak over the Himalayas and W.
Indonesia, while over the rest of the globe it is close to zero (Fig. 3.1j). The annual
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Figure 3.1. Spatial TOA distribution of the annual mean total (SW + LW) ERF (first column), ERFari (second column), ERFaci (third column), and ERFalb (fourth col-
umn) in the piClim-aer (first row), piClim-BC (second row), piClim-OC (third row), and piClim-SO, (fourth column) experiment for the multi-model ensemble. The black
crosses indicate the statistically important values in the 95% confidence level. The global field means (5" to 95" percentiles in the parenthesis) are shown in W m?.
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total ERFaci for OC is —0.29 W m™ mostly due to its SW component, which is esti-
mated to be —0.33 W m, whereas the annual LW ERFaci is —0.06 W m™. The annual
total ERFaci dominates the TOA horizontal distribution of the overall total ERF, as
the spatial pattern of the two are almost identical (Fig. 3.1k). The annual global mean
ERFalb is found to be nearly zero (0.01 W m™) with negligible spatial variation (Fig.
3.10).

SO, (piClim-SO, minus piClim-control; Fig. 3.1 fourth row) produces a globally
averaged annual total ERF of —1.10 W m™, which is slightly greater in magnitude than
the total ERF of anthropogenic aerosols, indicating that it plays a dominant role in the
overall TOA radiative forcing. Its value is due to its strong SW ERF component,
which is estimated to be —1.39 W m, while its LW counterpart is —0.29 W m (Table
3.1). The SO, annual total ERF is highly negative over a large area covering East
Asia, Western N. Pacific, India and the Arabian Sea, with other regions, such as parts
of East and South Africa, Western S. America, E. Europe, Eastern N. Pacific and
Eastern N. America also exhibiting significant negative TOA total ERF (Fig. 3.1m).
The global mean annual total ERFari is —-0.27 W m almost entirely due to its SW
component and has a distinct signal over East and South Asia (Fig. 3.1n). The annual
TOA total ERFaci is estimated at —0.84 W m™, because of its SW component averag-
ing at —1.04 W m™ over the globe, while LW ERFaci is 0.20 W m™. ERFaci has a
spatial pattern analogous to that of the overall ERF (Fig. 3.10), but weaker in magni-
tude (except for E. Asia) and with positive values in the Arctic. The annual SW and
LW ERFalb nearly counterbalance each other, producing an annual total TOA ERFalb
of 0.01 W m (Fig. 3.1p), with the most negative (positive) values located over the
Arctic (Middle East).

3.1.2 DJF

During the boreal winter (DJF; Fig. 3.2), the total (SW + LW) all-aerosol TOA
ERF is slightly weaker at —0.84 W m™, but is more pronounced and statistically sig-
nificant only over the areas that had the most negative annual ERF values (i.e., East
and South Asia, East Indonesia, Arabian Sea, South Africa, and parts of Central and
South America; Fig. 3.2a), with its SW (LW) component estimated to be —1.12 W m™
(0.28 W m™). The global mean all-aerosol ERFari (Fig. 3.2b) is of similar magnitude
and pattern as the annual ERFari, but with more negative forcing over the Indian Pen-
insula. It is estimated at —~0.02 W m, with its SW and LW components being —0.03
W m™and 0.01 W m, respectively. The total ERFaci in DJF (Fig. 3.2c) is less nega-
tive than its annual value (-0.82 W m™) and has an almost identical spatial pattern
with the overall all-aerosol ERF. The global mean all-aerosol total ERFalb in DJF is
0.01 W m™ due only to its LW component (Table 3.1) and is statistically important
only over S. Asia, where it peaks (Fig. 3.2d).

In DJF, the TOA BC total ERF (Fig. 3.2e) is almost the same as the annual total
ERF, with a value of 0.20 W m mostly due to its LW component (0.16 W m™), being
statistically significant in E. Asia, where it peaks, S. Asia and the Arabian Peninsula,
and is dominated by ERFari (Fig. 3.2f), which is estimated to be 0.28 W m™ solely
due to its SW component and is also highest in East Asia. ERFaci and ERFalb caused
by BC in DJF are estimated at —-0.10 W m™ and 0.02 W m™, respectively, and are
generally not statistically significant (Fig. 3.2g and h, respectively).
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Figure 3.2. Asin Fig.ﬂ 3:1, but for I‘Z)JF.(



The total DJF ERF due to OC (Fig. 3.2i) is identical with its annual value (—0.35
W m), its horizontal distribution is analogous to its annual spatial pattern, but with
more pronounced peak regions, is statistically important only over Eastern N. Ameri-
ca (where it is most positive), E. Indonesia and E. Asia and downwind N. Pacific
(where the most negative forcing is located), and is dominated by ERFaci (Fig. 3.2k),
which is of similar magnitude (—-0.30 W m™ almost entirely due to its SW compo-
nent). The DJF total OC ERFari and ERFalb (Fig. 3.2j and I, respectively) have nearly
the same values with their annual counterparts (—-0.05 W m and 0.00 W m™, respec-
tively, with DJF ERFari entirely due to its SW component), but are much less statisti-
cally significant.

The total SO, ERF in DJF is less negative than its annual value (-0.98 W m™
mostly due to its SW component), especially in the mid- and high latitudes of NH,
peaks in South and East Asia (Fig. 3.2m), with the latter peak region appearing to
have shifted eastwards downwind the N. Pacific (same as in the case of the total all-
aerosol overall ERF), and is clearly dominated by ERFaci (with a value of -0.73 W m’
2 mainly due to its SW component), with which shares a common spatial pattern (Fig.
3.20). ERFari is akin to its annual value (—0.22 W m™ almost solely due to its SW
component) and spatial pattern (Fig. 3.2n), but more positive, especially in the Arctic,
and generally less statistically significant, while ERFalb becomes slightly negative (-
0.02 W m with equal contribution from its SW and LW components), but is not sta-
tistically significant (Fig. 3.2p).

3.1.3 MAM

In boreal spring (MAM; Fig. 3.3) the all-aerosol total ERF is more negative than
its annual value (—1.23 W m™ with a strongly negative SW component that is estimat-
ed at —1.60 W m), and is again dominated by ERFaci, which is even more negative
(-1.30 W m with equally negative SW component). Both ERF and ERFaci have spa-
tial patterns similar to each other and their annual counterparts, but with much more
negative values over the entire N. Pacific Ocean, Eastern N. America, and Central and
Eastern Europe (Fig. 3.3a and c, respectively). All-aerosol total TOA ERFarci has an
almost identical horizontal distribution to its annual and DJF counterparts (Fig. 3.3b),
but has a positive value estimated to be 0.03 W m™ due solely to its SW component
(Table 3.1). ERFalb is of almost the same magnitude in MAM as annually (estimated
at 0.04 W m™) and has a spatial pattern resembling both the annual and DJF ERFalb
distribution, but with more positive values over the continental S. Asia (Fig. 3.3d).

The global mean MAM total ERF due to BC is almost twice as much as its annual
value (0.36 W m™ with the SW value being greater than double compared to the LW
component) and with higher positive values over the entire Eurasia, along with Cen-
tral Africa and the Arctic (Fig. 3.3e). The total ERFari is also stronger, with a value of
0.44 W m entirely due to its SW component, peaking again in E. Asia, but having
more positive values all over the N. Pacific and the Arctic (Fig. 3.3f). The global
mean TOA ERFaci is similar to the annual ERFaci value (—0.21 W m™) with a resem-
bling spatial pattern, but much less statistically significant (Fig. 3.3g), while the total
MAM ERFalb due to BC is more positive, with a globally averaged value of 0.10 W
m, especially over the Himalayan region (where it peaks), Russia, Myanmar, and
Thailand, but statistically significant mostly in the aforementioned regions (Fig. 3.3h).
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Figure 3.3. As in Fig. 3.1, but for MAM.
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The globally averaged TOA MAM total ERF caused by OC is slightly less nega-
tive and estimated at —0.29 W m (mainly due to its SW component) and its TOA dis-
tribution is quite similar to its mean annual, but much less statistically significant
(Fig. 3.3i). The MAM ERFari has the same value to its DJF counterpart (almost en-
tirely due to its SW component), with almost identical spatial fattern and statistical
significance (Fig. 3.3j). ERFaci is estimated to be —0.25 W m™ (basically due to its
SW component), which is a bit less negative than its annual and DJF counterparts, and
peaks in E. Asia and some parts of the N. Pacific Ocean, where it is statistically sig-
nificant (Fig. 3.3k). The OC MAM ERFalb is equal to the global mean annual value
(solely due to its LW component), with a spatial pattern akin to the annual, but with-
out statistical significance (Fig. 3.3l).

As in the all-aerosol case, the MAM SO, global mean total ERF is more negative
than both the annual and DJF, with an estimated value of —1.34 W m (with almost
equally strong SW ERF as that in the all-aerosol case), has a nearly identical spatial
distribution to its annual counterpart, but with stronger negative forcing over the en-
tire N. Pacific Ocean, Eastern N. America and Eurasia, and more positive values over
Greenland and east of Australia (Fig. 3.3m). As for the mean annual state and DJF, in
the case of SO, for MAM, the total ERF is dominated by ERFaci, whose total TOA
global mean value is —1.04 W m™ (mostly due to its SW component) and spatial pat-
tern is almost the same as for the total ERF, but with more confined peak regions in E.
Asia and the Northern continental Eurasia, and stronger positive forcing over the Arc-
tic (Fig. 3.30). ERFari has a value equal to its annual global mean (nearly solely due
to its SW component) and a horizontal TOA distribution almost identical to both the
annual and DJF patterns (Fig. 3.3n). The SO, MAM total ERFalb is estimated to be —
0.04 W m?, with statistical significance only over the areas with the most positive
(Middle East, Central and East Asia) and negative (Central Russia and oceanic parts
within the Arctic Circle) values (Fig. 3.3p).

3.14 JJA

During boreal summer (JJA; Fig. 3.4), the all-aerosol global mean annual total
ERF is estimated at —1.19 W m'?, less than its MAM value but still more negative than
its annual value. It generally follows the annual spatial pattern (Fig. 3.4a), but with
stronger negative forcing over the Indian Peninsula, Russia, the easternmost edge of
the S. Pacific adjacent to S. America, E. Europe, the northern parts of N. America and
the Arctic, and a pronounced region of peaking positive forcing over Alaska. The total
JJA annual ERFaci has a similar TOA distribution (Fig. 3.4c), but with positive values
over the Arctic and a global mean value of —1.24 W m™, mainly due to its SW com-
ponent, which is highly negative, as in the case of the total ERF (Table 3.1). The total
ERFari is 0.02 W m?, solely due to its LW component (the MAM all-aerosol ERFari
is also positive, with almost the same magnitude, but due only to its SW component),
and its spatial pattern resembles the annual, but with more negative values over Eura-
sia and without the peak negative forcing over India (Fig. 3.4b). The global mean JJA
total ERFalb is the same as the annual, with a quite similar, though much less statisti-
cally significant, TOA distribution, but with more negative values over the Arctic, and
more distinct positive forcing over the Western N. America, E. Europe, Central and
South continental Asia (Fig. 3.4d).
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The JJA BC total ERF is estimated to be 0.08 W m™ mainly due to its SW com-
ponent, and peaks over the Indian and Arabian Peninsulas, and N. Russia (Fig. 3.4e).
The JJA total ERFari is of almost equal magnitude as its MAM counterpart (0.45 W
m2 due to its SW component), and has a spatial TOA distribution similar to MAM,
but with a weaker positive forcing over E. Asia and the N. Pacific, and more positive
values over N. Africa and S. Asia (Fig. 3.4f). ERFaci is most negative in JJA, with a
value of —0.35 W m (basically due to its SW component), and has a unique spatial
pattern, with the negative (positive) forcing peaking over the northern parts of N.
America, the easternmost edge of Russia and in N. India (Central Russia) (Fig. 3.4Q).
The global mean BC total ERFalb is slightly negative, with a value of —0.03 W m?,
with the strongest positive forcing found over the northeastern part of N. America and
N. Russia, followed by the Indian Peninsula and the northeastern tip of Russia, along
with a negative forcing extending from Central Asia to N. Africa and the Mediterra-
nean Sea (Fig. 3.4h).

In the case of OC, while the global mean JJA total ERF is of similar magnitude to
the annual and DJF values (-0.33 W m, basically due to its SW component), it ex-
hibits a special TOA distribution, of little statistical significance, however, with dis-
tinct regions of positive and negative forcing (Fig. 3.4i). The most positive (negative)
values are found over Alaska, N.E. Asia and Central Russia (the northern half of N.
America, a small region in Central Russia, E. China, India, and the oceanic region just
west of S. America), a spatial pattern that shares with ERFaci, which is estimated to
be —0.26 W m™ (again mainly due to SW ERFaci; Fig. 3.4k). The global mean JJA
ERFari is equally strong as its annual counterpart, but less statistically significant, and
with two pronounced peak negative regions in Canada and Central Russia (Fig. 3.4j).
ERFalb has a globally averaged value of 0.00 W m™ (with equally strong but of oppo-
site sign SW and LW components), with more negative forcing over the Arctic and
Northeastern N. America, but with no statistical significance (Fig. 3.41).

Regarding SO,, it exerts a global mean JJA total ERF almost identical to its annu-
al mean (=1.11 W m™) and has a similar TOA pattern, but with stronger negative forc-
ing over the mid- and high latitudes of NH (Fig. 3.4m). The JJA total ERFari is of
similar magnitude to its annual and MAM counterpart (—-0.29 W m almost solely due
to its SW component) and its spatial pattern remains almost identical, but with less
negative forcing over the Indian Peninsula (Fig. 3.4n). The JJA SO, ERFaci and ER-
Falb, although of similar strength to their annual mean values when averaged over the
globe (-0.86 W m? and 0.04 W m, respectively), their spatial distributions is an en-
hanced version of their respective annual spatial patterns, in which the forcing be-
comes more negative (positive) over areas that exhibited quite weaker negative (posi-
tive) values. Compared to their respective annual TOA patterns, the JJA ERFaci is
more negative (positive) in the low and mid-latitudes of NH (in the Arctic Circle),
while the reverse is true for the JJA ERFalb (Fig. 3.40 and p, respectively).

3.1.5 SON

In the boreal autumn (SON; Fig. 3.5) the all-aerosol total ERF is —1.10 W m™
(almost equal to its annual mean value) with a similar spatial pattern to the annual
TOA horizontal distribution, but with generally weaker (stronger) negative forcing
over the N. Pacific (S. Africa and westernmost edge of S. America), and more posi-
tive values over the Arctic and the Sahara (Fig. 3.5a), a pattern that shares with the
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Figure 3.5. As in Fig. 3.1, but for SON.
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SON total ERFaci (except for the Saharan region), which is estimated to be —1.09 W
m (Fig. 3.5¢). The SON ERFari is —0.05 W m™ and its TOA pattern is identical to
the annual (Fig. 3.5b). The all-aerosol global mean total ERFalb is of similar magni-
tude to the other seasons (0.04 W m™), but is generally very close to zero all around
the globe, except for the Himalayas, where it is most positive (Fig. 3.5d).

The SON globally averaged BC total ERF is 0.12 W m™ and has a spatial pattern
very similar to the annual, but less statistically significant (Fig. 3.5e). The SON BC
ERFari is positive all over the globe, with a value and TOA distribution similar to the
annual (0.36 W m™ solely due to its SW component), but with weaker positive forcing
over the N. Pacific (Fig. 3.5f). In a similar manner, SON ERFaci is of almost identical
global mean value (—-0.21 W m™ a) and spatial pattern to the annual, but not statistical-
ly significant (Fig. 3.59). The SON BC total ERFalb retains its JJA global mean value
and its spatial horizontal pattern at TOA resembles the annual pattern, but lacks statis-
tical significance nearly all over the globe (Fig. 3.5h).

In the OC simulation, the total ERF attains its most negative global mean in SON,
with an estimated value of —0.41 W m™, mainly due to its SW component, and exhib-
its more pronounced negative forcing over E. Asia and Indonesia (Fig. 3.5i), although
it generally lacks statistical significance over the globe. The SON total ERFari is es-
timated at —0.09 W m due to its SW component (Table 3.1), with a similar, yet less
statistically significant, spatial pattern to the annual (Fig. 3.5j). The total ERFaci, alt-
hough more negative during SON when averaged globally (—0.35 W m™ predominant-
ly due to its SW contribution) and with a spatial distribution resembling the annual
pattern, it lacks statistical significance in nearly the entire globe (Fig. 3.5k). The same
applies to the OC SON total ERFalb, whose global mean is estimated at 0.02 W m™
(Fig. 3.51).

Regarding the SO, experiment, the SON total ERF is slightly less negative than
its annual counterpart (—-0.94 W m basically due to its strongly negative SW compo-
nent) and its TOA distribution is pretty much the same, but with less negative forcing
and statistical significance in the NH high latitudes than the annual (Fig. 3.5m). It is
again dominated by ERFaci, which is estimated at —0.74 W m™ (mainly due to its SW
contribution) and has a nearly identical TOA spatial distribution, except for the weak-
er negative forcing over the Indian Peninsula and the Eastern N. Pacific Ocean (Fig.
3.50). The total ERFari is —0.29 W m (almost solely due to its SW component) and
has the same spatial pattern at TOA as the annual ERFari (Fig. 3.5n). The SO, total
ERFalb exhibits its most positive value in SON, which is estimated to be 0.07 W m™
and produces a spatial pattern at TOA akin to the annual, but with weaker negative
forcing in the Arctic and much less statistical significance globally (Fig. 3.5p).

3.1.6 Intermodel Differences

It is implied that the above analysis represents only an average state derived from
the combination of the six CMIP6 model configurations used in this work. Each indi-
vidual model produces results that may differ in magnitude, sign and/or spatial pattern
on an annual and/or seasonal level (Appendices A and C). For instance, while similar
in sign, the magnitude and spatial TOA pattern of the all-aerosol and SO, annual total
ERFaci that CNRM-ESM2-1 produces differs significantly from the ones presented
here for the ensemble (Fig. Al), whereas MPI-ESM-1-2-HAM appears to overesti-
mate (relative to the ensemble mean) the forcing due to ACI in all experiments (Fig.
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Figure 3.7. Boxplots of the (a) annual, (b) DJF, (¢) MAM, (d) JJA, and () SON SW, LW,

and total (SW + LW) TOA ERF components (overall ERF, ERFari, ERFaci, ERFalb) for the
piClim-aer, piClim-BC, piClim-OC, and piClim-SO2 simulations for the multi-model ensem-
ble. Each box’s lower (upper) limit is the 25" (75™) percentile, the black horizontal lines de-
note the median (50™ percentile), the black circles are the global field means at TOA, and the
numbers on the lower (upper) bounds of each subplot denote the minimum (maximum) field

values.



All). The GFDL-ESM4 and MRI-ESM2-0 models quite accurately capture the “hot-
spots” of negative forcing over East and South Asia (Fig. A6 and Fig. A16, respec-
tively), but the latter produces a strong positive (negative) annual total ERF over S.
Asia and the Maritime Continent (Easternmost Tropical S. Pacific) in the BC (all-
aerosol and SO,) simulation. The NoeESM2-LM (p1) and (p2) models overestimate
(underestimate), relative to the ensemble mean, the annual negative forcing due to
ACI over the N. Pacific (E. Asia) in the all-aerosol and SO, simulations (Fig. A21 and
Fig. A26, respectively), while the NorESM2-LM (p2) model produces a much strong-
er positive (negative) annual total ERFaci (ERFalb) over the Arctic in the same simu-
lations than presented here. It is not uncommon for the seasonal results to vary even
further.

The overall total (SW + LW) ERF and total ERFaci show considerably larger
spread in the anthropogenic aerosol and SO, experiments due to the much greater in-
terquartile range of their respective SW components, which is true both on annual and
seasonal level (Fig. 3.7). In contrast, ERFalb exhibits a narrower spread throughout
the season in all simulations, while the total ERFari has a larger interquartile range in
MAM and JJA only in the BC experiment due to the larger SW ERFari spread. The
large spread of SW ERF and SW ERFaci is a robust feature among all models (Ap-
pendix D), although some exhibit larger interquartile range in their respective LW
component (e.g., MRI-ESM2-0). Generally, the majority of the models shows little
spread in ERFari (except for MPI-ESM-1-2-HAM and GFDL-ESM4 in the BC simu-
lations, with the latter exhibiting substantial interquartile range in the all-aerosol ex-
periment as well), while the LW ERFalb spread, and consequently the total ERFalb
spread increase in CNRM-ESM2-1 and GFDL-ESM4. The nearly zero multi-model
ensemble annual total ERFari derives from the combination of positive (i.e., GFDL-
ESM4 and MPI-ESM-1-2-HAM), negative (i.e., CNRM-ESM2-1 and MRI-ESM2-0),
and almost zero (NorESM2-LM (p1) and (p2)) respective annual total ERFari values
of the individual models, which end up counterbalancing each other.

3.2 Surface Air Temperature Response
3.2.1 All-aerosol Experiment

The global surface air temperature response on an annual and seasonal basis is
presented in Fig. 3.8. In the all-aerosol experiment (Fig. 3.8; first row), the global
mean annual response is a decrease by 0.03 °C (Table 3.1 and Fig. 3.9). Eurasia ap-
pears to experience a surface cooling, concentrated in East and South Asia (particular-
ly in the Himalayas), followed by E. Europe and N. America, while there is an appar-
ent warming in the Arctic Circle (excluding Greenland and the Northeastern N. Amer-
ica) and the Antarctic (Fig. 3.8a). The areas experiencing surface cooling generally
correspond to the regions of strong negative TOA forcing (especially in E. Asia), but
this is not the case for the Arctic (Greenland), over which a weak negative (positive)
overall ERF was induced and should experience a(n) decrease (increase) in their sur-
face temperature on an annual level. This also applies to Antarctica, over which a neg-
ligible and statistically insignificant overall ERF was caused, but undergoes a pro-
nounced and, for the most part, statistically significant warming (probably due to
warm air advection; Zanis et al., 2020). In DJF, the global mean surface temperature
is unchanged. A dipole of warming in N. Russia and cooling in East and South conti-
nental Asia is produced, which cannot be justified by the TOA overall ERF (Fig.
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3.8b). There is generally substantial warming in the Arctic Circle (excluding Green-
land), and cooling in Central Asia and the Arabian Peninsula, but both are statistically
insignificant. During MAM, the global mean temperature change is —0.03 °C, with
Eurasia and N. America (the Arctic) experiencing more (less) pronounced cooling
(warming) than in DJF (Fig. 3.8c), while there seems to be a greater warming effect
over Antarctica, but much like the Arctic, it is statistically insignificant. With the ex-
ception of the N. Pacific, regions that where under a negative forcing in MAM under-
go a surface cooling. In boreal summer (JJA; Fig. 3.8d), the globally averaged surface
temperature decreases by 0.05 °C, with a general cooling effect over the NH land are-
as and parts of the Arctic, consistent with the negative forcing induced at TOA. There
Is also a statistically insignificant warming over Antarctica. In SON, the global mean
temperature change is the same as the mean annual with a similar pattern, which is
quite consistent to the total ERF pattern, but with greater, yet not statistically signifi-
cant, warming over N. Russia, the Arctic and Antarctica (Fig. 3.8e).

3.2.2 BC Experiment

In the BC simulation (Fig. 3.8; second row), the annual globally averaged temper-
ature change is an increase by 0.02 °C, with the warming peaking over the Himalayan
region, along with Central and N.E. Asia and N. America. This spatial pattern is not
quite consistent with the annual total ERF or ERFari, for that matter, as the greatest
positive forcing was caused over E. Asia, where seems to be negligible and statistical-
ly insignificant surface temperature change (Fig. 3.8f). During boreal winter (DJF;
Fig. 3.8g), the global mean surface temperature rises by 0.02 °C, with the strongest
warming occurring over the Himalayas and the Tibetan Plateau, and less pronounced
warming (and statistically not significant) over the whole Eurasia, north of Alaska and
over and around Greenland, while there is cooling over Australia, the northern half of
N. America, north of Russia and the northeastern edge of Asia, a spatial pattern utterly
inconsistent with the DJF total ERF. In MAM (Fig. 3.8h), the global average surface
temperature change is +0.03 °C, with an intense and statistically significant (insignifi-
cant) warming over the Tibetan Plateau (the northeastern part of N. America), con-
sistent with the MAM total ERFalb (inconsistent with the MAM forcing over the ar-
ea). During the austral winter (JJA; Fig. 3.8i), the global mean temperature response is
+0.04 °C, with statistically significant warming (cooling) over North and Central
Asia, Greenland and most of N. America (the Indian Peninsula), not quite consistent
with the pattern of the JJA forcing. In SON, the mean surface temperature increases
by 0.02 °C, with a statistically significant warming only over the Tibetan Plateau, and
spatial pattern that does not correspond to that of the forcing (Fig. 3.8j).

3.2.3 OC Experiment

Regarding the effects of OC to temperature (Fig. 3.8; third row), it causes a mean
annual surface temperature decrease of —0.01 °C, with the most pronounced cooling
regions being E. Europe, E. Asia and the northern edge of N. America (Fig. 3.8k),
with the last two corresponding to the negative annual forcing. In austral summer
(DJF; Fig. 3.81), the global mean surface temperature remains unchanged, but there is
a distinct warming over central Europe and in small region in N. Russia, while cool-
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Figure 3.8. Spatial pattern of thé annual (first column), DJF (sebond column), MAM (third column), JJA (fourth column), and SON (fifth column) global meah surface
temperature response in the piClim-aer (first row), piClim-BC (second row), piClim-OC (third row), and piClim-SO, (fourth column) experiment for the multi-model en-
semble. The black crosses indicate the statistically important values in the 95% confidence level. The global field means (5th to 95th percentiles in the parenthesis) are

shown in degrees Celsius.
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ing occurs over the Northeastern N. America, the eastern edge of Russia and in E.
Asia, where it is statistically significant and corresponding to the negative DJF forc-
ing. During boreal spring (MAM; Fig. 3.8m), there is a global mean cooling of 0.02
°C, with the high NH latitudes experiencing a general cooling (except for the eastern
tip of Russia, which warms), a spatial pattern not consistent with the TOA forcing. In
JJA the global mean surface temperature change is —0.01 °C, with a pattern quite con-
sistent to the TOA forcing and similar to the annual, but with more pronounced warm-
ing and cooling regions and a distinct dipole of warming and cooling in Antarctica
(Fig. 3.8n). OC in SON induces a global mean cooling equal to that in MAM, with a
general warming of the Arctic and cooling of NH low and mid-latitudes, none of
which is either statistically significant or corresponding to the SON forcing at TOA
(Fig. 3.80).

3.2.4 SO, Experiment

In the SO, experiment (Fig. 3.8; fourth row), the global average annual response
of the surface temperature is —0.04 °C (Fig. 3.8p), quite consistent (inconsistent) with
the negative forcing over the NH mid- and low latitude land areas (the Arctic), which
experience cooling (warming). While there is not a change in the global mean DJF
surface temperature (Fig. 3.8q), East and South Asia (the NH high latitudes) undergo
substantial cooling (warming), which is consistent (inconsistent) with the TOA forc-
ing. The global temperature change in MAM is —0.05 °C (Fig. 3.8r) and has a spatial
pattern similar to the annual, but with stronger cooling over E. Europe, W. Asia, and
Greenland, which agrees with the negative TOA forcing over Eurasia and N. America.
In boreal summer (JJA; Fig. 3.8s), SO, is responsible for a statistically significant
cooling over the NH land areas (consistent with the total SO, ERF pattern), which re-
sults in a global mean cooling of —0.07 °C. In MAM, the global mean surface temper-
ature decreases by 0.04 °C (Fig. 3.8t), with NH the low and mid-latitude land regions
experiencing cooling and the NH high latitudes, along with Antarctica, undergoing a
statistically insignificant warming. This spatial pattern is quasi-similar with the SON
total forcing at TOA.

3.2.5 Intermodel Differences

As in the case of ERF, each model yields a surface temperature response that may
differ substantially from the multi-model ensemble results annually and/or seasonally.
For instance, CNRM-ESM2-1 exhibits greater warming over N. America and signifi-
cant cooling in the Arctic during the boreal winter in all simulations and stronger an-
nual cooling over Asia (Fig. E1), while GFDL-ESM4 produces greater warming
(cooling) in the BC (all-aerosol) experiment over NH land areas both on an annual
and seasonal level (Fig. E2). MPI-ESM-1-2-HAM shows much greater cooling of the
NH in the SO, and all-aerosol simulations and substantial DJF warming over Eurasia
and the Arctic in the BC perturbation experiment (Fig. E3), whereas MRI-ESM2-0
produces extreme seasonal variations in the poles in all simulations (Fig. E4). In the
all-aerosol and SO, experiments, both the NorESM2-LM (p1) and (p2) models (Fig.
E5 and Fig. E6, respectively) generate considerable annual, DJF, MAM, and SON
warming in the Arctic and most regions within the NH high latitudes. In the case of
NorESM2-LM (p2), this also happens in the BC perturbation experiment.
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Figure 3.9. Barplots of the global mean (a) annual, (b) DJF, (c) MAM, (d) JJA, and (e) SON
temperature change for the piClim-aer, piClim-BC, piClim-OC, and piClim-SO, simulations
for all the models of this study and their multi-model ensemble.
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Figure 3.10. Boxplots of the (a) annual, (b) DJF, (c) MAM, (d) JJA, and (e) SON surface
temperature change for the piClim-aer, piClim-BC, piClim-OC, and piClim-SO, simulations
for all individual models participating in this study and their multi-model ensemble. Each
box’s lower (upper) limit is the 25" (75") percentile, the black horizontal lines denote the me-
dian (50" percentile), the black circles are the global field means, and the numbers on the
lower (upper) bounds of each subplot denote the minimum (maximum) field values.
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The spread of surface temperature change is small in the ensemble, as well as
among models (with a few isolated exceptions, such as the DJF NorESM2-LM (p2) or
the MAM MRI-ESM2-0 temperature response both in the SO, simulation), with their
respective medians being nearly equal to each other and to the ensemble median, for
the most part, both annually and seasonally (Fig. 3.10).
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CHAPTER 4: SUMMARY AND CONCLUSIONS

In this study, the rapid responses of the climate system caused by anthropogenic
aerosol radiative forcing were investigated. In particular, the surface air temperature
responses to the radiative forcing exerted by black carbon (BC), organic carbon (OC),
sulphur dioxide (SO;), which is the gaseous precursor of sulphate, and their combina-
tion was examined using simulations of climate models participating in the sixth
phase of the Coupled Model Intercomparison Project (CMIP6).

The fixed-SST effective radiative forcing (ERF) approach was implemented,
which accounts for tropospheric and land rapid adjustments, but not for changes in sea
surface temperatures (SSTs) or sea ice, is more accurate, more computationally effi-
cient, requires shorter simulations and gives rise to less uncertainties. The ERF due to
aerosol-radiation interactions (ERFari), due to aerosol-cloud interactions (ERFaci),
and due to changes in surface albedo induced by anthropogenic aerosols (ERFalb)
were calculated following the method of Ghan (2013), and the overall ERF for the
shortwave (SW) and longwave (LW) radiation, as well as their sum (SW + LW, de-
noted as total) was estimated.

Five climate models taking part in the CMIP6 were used, namely CNRM-ESM2-
1, GFDL-ESM4, MPI-ESM-1-2-HAM, MRI-ESM2-0, and NorESM2-LM with two
physics variations (denoted as “p1 and “p2”) different enough for them to be consid-
ered as separate models. From them, a multi-model ensemble was calculated in order
to study the average ERF and temperature responses avoiding each individual model’s
possible biases. Five simulations run under the recommendations of the Radiative
Forcing Model Intercomparison Project (RFMIP) and the Aerosol Chemistry Model
Intercomparison Project (AerChemMIP) were used, namely a control simulation with
all forcings set to the year 1850 using aerosol precursors emission of 1850 (piClim-
control), and four perturbation simulations with all forcings set to 1850 but using an-
thropogenic aerosol (piClim-aer), BC (piClim-BC), OC (piClim-OC), and SO, (pi-
Clim-SO;) precursor emissions of the year 2014, respectively. The ERF components
and surface air temperature responses to present-day aerosol species were estimated
by subtracting the piClim-control simulation from the four perturbation simulations.

The multi-model ensemble global mean annual total (SW + LW) ERF at TOA due
to present-day anthropogenic aerosols (piClim-aer experiment) is estimated to be —
1.09 (-3.28 to 0.22 in the 5" to 95™ percentile range) W m, which is a bit more nega-
tive than the ERF calculated in other studies using multiple CMIP6 models (e.g., Za-
nis et al., 2020; Smith et al., 2020; Thornhill et al., 2021a). Its decomposition in ER-
Fari, ERFaci and ERFalb gives an estimate of —0.01 (-0.34 to 0.38) W m?, —1.11 (-
3.42 10 0.46) W m™, and 0.03 (—1.46 to 0.47) W m™, respectively, on an annual level
in the all-aerosol experiment. ERFari (ERFaci) is less (more) negative than the respec-
tive values estimated by Smith et al. (2020), which is expected as they used a different
calculation method. The ERF, ERFari, ERFaci, and ERFalb values calculated with the
CNRM-ESM2-1 and MRI-ESM2-0 models in this work are identical with those esti-
mated by Michou et al. (2020) and Oshima et al. (2020), respectively. The overall
ERF is dominated by ERFaci, the SW component of both of which largely contributes
to their respective total values, due to aerosol cloud interactions. Aerosols serve as
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CCN or IN, thus increasing the cloud albedo and lifetime, resulting in more solar ra-
diation being reflected back to space and a negative TOA forcing. This is especially
true over industrialized areas, such as E. Asia and the continental S. Asia, where the
negative TOA ERF is concentrated, consistent with the findings of other papers (e.g.,
Zanis et al., 2020; Oshima et al., 2020; Michou et al., 2020). The negative annual
global mean ERF has cooling effect on the surface, with an annual surface air temper-
ature change of —0.03 (-0.22 to 0.18) °C, mainly confined in the NH continental re-
gions, and especially over E. Asia and India, over which the strongest negative ERF
was exerted, while there is a slight warming signal over the Arctic, again consistent
with the results of Zanis et al. (2020). The all-aerosol DJF total ERF, ERFari, ERFaci,
and ERFalb are estimated to be —0.84 (—3.05 to 0.66) W m2, —0.02 (-0.27 to 0.22) W
m?,-0.82 (-2.71 to 0.63) W m™, and 0.01 (~0.92 to 0.52) W m, respectively, with a
global mean surface temperature response of 0.00 (-0.20 to 0.46) °C. There is a strong
near-surface cooling over the continental East and South Asia and a stronger (slight)
warming over the Arctic (Europe). The near-surface warming cannot be explained by
the ERF pattern, but is justified by the aerosol-induced circulation changes, that cause
warm air advection and subsidence over the specified areas (Zanis et al., 2020). The
globally averaged total ERF, ERFari, ERFaci, and ERFalb in MAM are —-1.23 (-4.74
to 0.43) W m™, 0.03 (-0.34 to 0.62) W m, —1.30 (-5.05 to 0.45) W m™, and 0.04 (—
0.94 to 0.68) W m, respectively. The total ERF is much more negative over E. Asia,
the N. Pacific Ocean, E. Europe and the Arabian Sea due to the much stronger ERFaci
over these regions, while the global mean temperature change is —0.03 (-0.27 to 0.25)
°C, with a spatial pattern almost identical to the annual, but with more pronounced
warming (cooling) over the Arctic and Antarctica (Europe). In JJA, anthropogenic
aerosols induce a total ERF, ERFari, ERFaci, and ERFalb equal to —1.19 (-4.29 to
0.52) Wm™, 0.02 (-0.46 to 0.75) W m, —1.24 (—4.52 to 0.84) W m™, and 0.03 (-3.49
to 0.88) W m, respectively, and a surface temperature response of —0.05 (-0.37 to
0.21) °C. There is a strong JJA ERFalb over the Arctic, which is probably responsible
for the slight regional cooling during the boreal summer and a stronger warming over
Antarctica unjustifiable by the ERF pattern. In SON, the ERF, ERFari, ERFaci, and
ERFalb have a global mean of —1.10 (-3.21 to 0.42) W m?, —0.05 (-0.42 to 0.23) W
m?, -1.09 (-3.01 to 0.59) W m?, and 0.04 (~0.58 to 0.56) W m, respectively, with a
near-surface global mean cooling of —0.03 (-0.25 to 0.20) °C. The NH experiences a
general cooling, especially in E. Asia and the Himalayan region, except for the Arctic
and Antarctica, which exhibit a stronger warming than the annual, while the largest
negative ERF is found over E. Asia and the Arabian Sea.

In the BC simulation, the NH experiences a general near-surface warming on an
annual and seasonal basis, with the strongest warming during the boreal summer and
spring. The annual global mean total ERF, ERFari, ERFaci, and ERFalb are estimated
to be 0.18 (~0.58 to 1.20) W m, 0.38 (0.07 to 1.03) W m, —0.22 (-1.00 to 0.38) W
m, and 0.02 (-0.35 to 0.62) W m™, respectively, with a corresponding warming of
0.02 (-0.10 to 0.16) °C on a global scale. The greatest positive ERF is mainly limited
over E. Asia and India, almost exclusively from the ERFari contribution due to emis-
sion of BC from industry and transport. However, the strongest near-surface warming
is detected over the Himalayas, while the aforementioned regions experience, if any-
thing, a slight cooling, possibly due to weaker insolation induced by BC absorption.
During the boreal winter, the globally averaged ERF, ERFari, ERFaci, and ERFalb
are calculated to be 0.20 (-0.89 to 1.33) W m?, 0.28 (0.01 to 0.68) W m, —0.10 (-
1.11 t0 0.79) W m™, and 0.02 (~0.47 to 0.54) W m, respectively, with a near-surface

53



temperature rise of 0.02 (-0.18 to 0.20) °C globally. The ERF and temperature chang-
es peak over the same regions, but the northern part of N. America experiences a near-
surface cooling. In MAM, the average total ERF, ERFari, ERFaci, and ERFalb are
0.33 (-0.83 t0 2.04) W m?, 0.44 (0.03 to 1.32) W m?, —0.21 (-1.37 to 0.67) W m?,
and 0.10 (-0.39 to 0.97) W m, respectively, with a global temperature increase of
0.03 (-0.16 to 0.24) °C, the strongest of which detected over the Himalayas due to the
strong positive ERFalb, possibly due to BC deposition on snow. In JJA, the ERF, ER-
Fari, ERFaci, and ERFalb are valued at 0.08 (~1.19 to 1.76) W m™, 0.45 (0.00 to 1.41)
W m, -0.35 (~1.99 to 0.69) W m™, and —0.03 (~0.90 to 1.28) W m, respectively, on
a global scale, which result in a considerable general near-surface warming in NH
continental regions (except for India, E. Europe and Alaska), that is globally estimated
to be 0.04 (-0.13 to 0.28) °C. ERFaci and ERFalb have opposite signs throughout the
NH, while ERFari is positive in the low and high NH latitudes. In SON, the global
mean ERF, ERFari, ERFaci, and ERFalb are estimated to be 0.12 (-0.99 to 1.31) W
m, 0.36 (0.08 to 0.87) W m?, —0.21 (-1.14 to 0.65) W m, and —0.03 (-0.55 to 0.61)
W m™, respectively, with a slightly weaker warming, which is globally calculated to
be 0.02 (-0.15 to 0.18) °C, and has a spatial pattern almost opposite to that of DJF,
unjustifiable by the ERF distribution for the most part.

OC is mainly a scattering aerosol that exerts a negative ERF on the climate sys-
tem and tends to cool it. The negative ERF is mainly concentrated over East and
South Asia (except for JJA) and its overall ERF is dominated by ERFaci annually and
on a seasonal basis. In more detail, the global mean annual ERF, ERFari, ERFaci, and
ERFalb are —0.35 (—1.34 to 0.43) W m™, —0.07 (-0.25 to 0.03) W m, -0.29 (-1.17 to
0.41) W m™, and 0.01 (-0.44 to 0.27) W m, respectively, and the surface air temper-
ature response is —0.01 (-0.14 to 0.06) °C with an additional weak near-surface cool-
ing (warming) over East (West) Europe. During the boreal winter, the ERF, ERFari,
ERFaci, and ERFalb are estimated at —0.35 (-1.69 to 0.82) W m?, —0.05 (-0.18 to
0.05) W m™, —0.30 (-1.56 to 0.83) W m™, and 0.00 (-0.47 to 0.40) W m™, respective-
ly, with a global temperature response of 0.00 (-0.21 to 0.16) °C, that exhibits two
pronounced dipoles of near-surface warming-cooling (E. Europe-E. Asia and N.W.
Russia-E. Russia, respectively) that cannot be explained by ERF. In MAM, the ERF,
ERFari, ERFaci, and ERFalb are valued at —0.29 (-1.59 to 0.75) W m™, —0.05 (-0.23
to 0.06) W m, —0.25 (—1.40 to 0.67) W m™, and 0.01 (-0.45 to 0.55) W m™, respec-
tively, on a global scale, with a global mean cooling of —0.02 (-0.31 to 0.08) °C con-
centrated on the mid- high NH latitudes. In austral winter the globally averaged ERF,
ERFari, ERFaci, and ERFalb are —0.33 (-2.16 to 0.90) W m™, —0.07 (-0.34 to 0.06)
W m? -0.26 (-1.75 to 1.02) W m, and 0.00 (-1.42 to 0.61) W m™, respectively,
causing near-surface cooling of —0.01 (-0.23 to 0.16) °C globally, with an unjustifia-
ble by the ERF pattern warming-cooling dipole in Antarctica. In SON, the global
mean ERF, ERFari, ERFaci, and ERFalb are estimated at —0.41 (~1.52 to 0.54) W m™,
~0.09 (~0.34 t0 0.03) W m?, —0.35 (-1.29 to 0.50) W m™, and 0.02 (-0.43 to 0.39) W
m, respectively, with a slightly stronger global cooling of —0.02 (~0.17 to 0.14) °C.
ERFari has a negative global mean value on an annual and seasonal basis as it scatters
the incoming SW radiation. In MAM (SON), the Arctic experiences a near-surface
cooling (warming) despite the weak regional ERF. East Europe and West Asia exhibit
an apparent cooling both annually and seasonally, except for the boreal winter, during
which there is a strong warming over Central and Eastern Europe. E. Asia, over which
the strongest negative ERF is detected, has only a weak cooling signal. None of the
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aforementioned temperature response patterns are compatible with the ERF spatial
distribution.

SO, is the gaseous precursor of sulphates, which highly scatter the incoming SW
solar radiation, causing a negative ERF and a near-surface cooling over the NH, in
general, and over the emission sources (i.e., continental East and South Asia, followed
by Europe and N. America), in particular. Annually, the global mean ERF, ERFari,
ERFaci, and ERFalb are estimated to be —1.10 (-3.32 to 0.21) W m?, —0.27 (-0.79 to
0.00) W m?, —0.84 (—2.85 to 0.58) W m™, and 0.01 (-1.52 to 0.47) W m™, respective-
ly, with a global mean annual cooling of —0.04 (-0.27 to 0.15) °C, concentrated over
the NH (and especially large over E. Asia), while the Arctic experiences a near-
surface warming. ERFaci dominates the overall ERF annually and seasonally as sul-
phate is a great CCN, which results in cloud albedo and fraction increases, and greater
amount of SW radiation being reflected back to space. ERFari is almost exclusively
negative all around the globe on an annual and seasonal basis due to SW radiation
scattering from SO, particles. During the boreal winter, the globally averaged total
(SW + LW) ERF, ERFari, ERFaci, and ERFalb are —0.98 (-3.19 to 0.53) W m™, —
0.22 (-0.62 to 0.02) W m, —0.73 (-2.58 to 0.60) W m™, and —0.02 (-0.90 to 0.51) W
m2, respectively, with a global mean temperature response of 0.00 (~0.14 to 0.47) °C
due to near-surface cooling (warming) over E. Asia, India, and Eastern N. America
(the Arctic, Europe, and Northwestern N. America), which could be justified from
aerosol-induced circulation changes rather than the ERF TOA pattern. In MAM, the
ERF, ERFari, ERFaci, and ERFalb are valued at —1.34 (—4.61 to 0.38) W m?, —0.27
(-0.77 t0 0.01) W m™, —1.04 (-4.08 to 0.50) W m™, and —0.04 (-1.16 to 0.59) W m™,
respectively, on a global scale, causing a global mean temperature decrease of —0.05
(-0.35 to 0.18) °C, confined over the NH continental regions. During the boreal sum-
mer, the globally averaged ERF, ERFari, ERFaci, and ERFalb are estimated at —1.11
(-4.31 to 0.55) W m™, —0.29 (~0.98 to 0.01) W m™, —0.86 (-3.90 to 1.23) W m, and
0.04 (-3.82 to 1.09) W m, respectively. Over the NH, in areas where ERFaci is nega-
tive, ERFalb has positive values, but the combined radiative forcing is negative nearly
all over the NH, inducing the strongest near-surface cooling over the land regions
north of the Equator, with a global mean value of —0.07 (-0.47 to 0.12) °C. In SON,
the global mean ERF, ERFari, ERFaci, and ERFalb are —0.96 (-3.23 to 0.50) W m?, —
0.29 (-0.89 to 0.01) W m?, —0.74 (-2.58 to 0.74) W m™, and 0.07 (-0.63 to 0.69) W
m, respectively, with a global mean reduction in the surface air temperature by —0.04
(-0.29 to 0.26) °C, corresponding to a near-surface cooling (warming) over the NH
low and mid-Ilatitudes (the polar regions).

There are bound to be differences and inconsistencies among individual models.
This is caused by differences in the aerosol parameterization schemes developed for
each climate model, which affect the aerosol size distribution, emissions or concentra-
tions, vertical extension, interaction with radiation, clouds, and other atmospheric
constituents, among others. Also, every model has different parameterization schemes
for atmospheric chemistry, land surface (soil, snow, vegetation, hydrology, carbon
cycle, etc.), and atmospheric processes (e.g., convection, clouds, gravity waves, turbu-
lence, etc.), which also influence the aerosol lifetimes and the mechanisms through
which they could induce a climate forcing. Consequently, the magnitude and spatial
patterns of forcings and rapid responses a climate model generates are affected by its
parameterization schemes. Therefore, it is only logical that one climate model’s re-
sults may diverge to some degree from another model’s results and/or from their mul-
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ti-model ensemble results. This also explains the intermodel differences in the ERF
and temperature change values spread witnessed in Chapter 3.

The above results generally agree with the findings of other studies (e.g., Zanis et
al., 2020; Smith et al., 2020, Thornhill et al., 2021a; Oshima et al., 2020; Michou et
al., 2020). Despite the intermodel differences and the uncertainties rising from the
ERF calculation approach, there is a general agreement that sulphates are the main
driver of the aerosol ERF pattern and the induced surface temperature response. The
results of this study show that anthropogenic aerosols combined, and OC and SO in-
dividually have a negative total (SW + LW) annual ERF and tend to cool the surface
over the NH continental regions due to the large contribution of ACI to the overall
ERF, whereas BC has a positive total ERF and causes near-surface warming primarily
due to ARI, along with albedo changes of the surface it is deposited on. The small
magnitude of BC ERFaci could be caused by many processes occurring between BC
and clouds that offset each other. In order to conduct a more thorough analysis of the
aerosol-induced fast climate responses, other variables, such as precipitation and at-
mospheric circulation, along with the vertical distribution of anthropogenic aerosols
(which is crucial, especially in the case of BC), the macro- and micro-physical proper-
ties of clouds and the liquid water path should also be considered. Furthermore, a
greater number of climate model simulations should be included, in order to bypass
any individual model biases deriving from their parameterizations on aerosol and at-
mospheric chemistry and/or meteorology. Consequently, this study should be consid-
ered only as a first analysis of present-day anthropogenic aerosol ERF, along with its
components, and the rapid temperature responses they cause on an annual and season-
al basis, without considering important factors that could help explain the spatial pat-
terns of ERF and near-surface temperature changes.
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ABBREVIATIONS

Acronym Explanation Acronym Explanation
ACI Aerosol-cloud interactions JIA June-July-August
AerChemMIP Q%%Sc(t)l Chemistry Model Intercomparison LSAT Land-surface air temperature
af Aerosol-free LW Longwave
APRP Approximate partial radiative perturbation MAM March-April-May
method
AR5 Fifth Assessment Report MIP Model Intercomparison Project
ARI Aerosol-radiation interactions N.O Nitrous oxide
BC Black carbon NH Northern hemisphere
BrC Brown carbon NH; Ammonia
CCN Cloud condensation nuclei NH,4 Ammonium
CFC Chlorofluorocarbon NO Nitric oxide
CH, Methane NO; Nitrate
CMIP Coupled Model Intercomparison Project NOx Nitrogen oxides
CMIP6 Coupled Model Intercomparison Project NTCE Near-term climate forcer
Phase 6
CO Carbon monoxide 0, Molecular oxygen
CO, Carbon dioxide O; Ozone
cs Clear-sky OA Organic aerosol
csaf Clear-sky aerosol-free oC Organic carbon
DJF December-January-February OH Hydroxyl radical
DMS Dimethylsulphide PBAP Primary biological aerosol particle
ERF Effective radiative forcing POA Primary organic aerosol
ERFaci Ell;fsgtii\éferrggi?éinvse forcing due to aerosol- RF Radiative forcing
sy | oot b | e | R Focing Mol o
aerosols
ERFari Faféfﬁzlﬁ ifi ira;i\t/iirf]zrcing due to aerosol- SARF Stratospherically adjusted radiative forcing
ERFari+aci Total net effective radiative forcing due to SH Southern hemisphere
aerosols
ESM Earth System Model SIC Sea ice cover
F Zetthfadt% Vgn[;’ﬁ;i amtmg:puh%vrveard) radiative flux SLCF Short-lived climate forcer
GCM Global climate model SO, Sulphur dioxide
GHG Greenhouse gas SO, Sulphate
GPH Geopotential height SOA Secondary organic aerosol
H,0 Water vapour SON September-October-November
HCFC Hydrochlorofluorocarbon SST Sea surface temperature
HFC Hydrofluorocarbon SW Shortwave
hPa Hectopascal TAR Third Assessment Report
IN Ice nuclei TOA Top of the atmosphere
IPCC Intergovernmental Panel on Climate Change uv Ultraviolet
IRF Instantaneous radiative forcing WMGHG | Well-mixed greenhouse gas
ITCZ Intertropical Convergence Zone WMO World Meteorological Organization
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APPENDIX A: ERF spatial pattern for each model

CNRM-ESM2-1

Figure Al. Spatial TOA distribution of the annual mean total (SW + LW) ERF (first col-
umn), ERFari (second column), ERFaci (third column), and ERFalb (fourth column) in the
piClim-aer (first row), piClim-BC (second row), piClim-OC (third row), and piClim-SO,
(fourth column) experiment for the CNRM-ESM2-1 model. The black crosses indicate the
statistically important values in the 95% confidence level. The global field means (5th to 95th
percentiles in the parenthesis) are shown in W m™
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Figure A2. As in Fig. Al, but for DJF.
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Figure A3. As in Fig. Al, but for MAM.

73



(a)

ERF_total (oer~control) CNRM-ESM2-1 (A) (o) ERFartoto! (oer-control
. W m

M-ESU2-1 (0A) (© ERFaci_totol (aer-control) CNRM-ESM2-1 (J0A) (@) ERFalb_totol (oer~control) CNRM-ESW2~1 (404)
) 1.89) .

o

7 6 -5-4-3-2-10 1 2 3 45 b 7 7 6-5-4-3-2-1 01 2 3458 7 ZF S8 4.3 22 % G i &S 4 5 & 7 7 65 -4+ -3-2-1 0 1 2 3 4 5 &
(© ERF_total (BCcontrol) CNRM-ESM2~1 (WA) [0} ERFori_tote! (8C-control) CNRM-ESWZ-1 {414) (9) ERFaci_tote! (3C-control) CNRM-ESW2—1 (4/A) ) ERFa_totol (BC-contral) CNRM-ESMZ-1 (334)
05 W ? (~1.89 to 1.56) .16 W m* (-0.06 1 0.65) 0,05 W m? (187 10 1.76) -0.07 W (~1.78 ta 1.16)

6 5 -4 -3 2 -1 0 1 2 3 a

- 3 5 -4 -3 -2 - 3 B
0 ERF_total (0C-cantrsi) CNRM-ESM2—1 (4UA) I ERFari_totel (OC-control) CNRM-ESM2—1 (414) (k) ERFaci_total (OC-control) CNRM-ESM2—1 {41A) 0 ERFalh_totol (OC-cantral) CNRM-ESM2—1 (4A)
-0, 21 o 128) 0,08 W m* ( 2) ~0.06 W e (~1.55 1o 2.08) -0.02 W (=192 1o 1.04)

7w (-

765 -4-3-2-1 0 1 2 3 & 5 6 7 ® 321 a6 1 2 3 4 5 6 7 7 -8 -5 ~¢ =3 -2 -1 12 3 4 5 06
(m) ERF_totol (S02-control) CNRM-ESM2~1 (Jik) ) ERFoci_total (SO2-contral) CNRM-ESW2—1 (W) ] ERFolb_total (S02-control) CNRM-ESW2—1 (JJA)
~0.78 W m* (393 to 125) 056 W " {-210 10 203) 008 w 1310 1.28)

=

"m.is s ‘,
A

it g

= e ——— |
S b=t =32 -1 0 1 23 655 7 To%i 46 =4a Sael Wn A A A @ 8t @ 0 756 5 321 0 1 2 3 4056 7 T8 st 321 6 1 23 65 & 7

Figure A4. As in Fig. Al, but for JJA.
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Figure A5. As in Fig. Al, but for SON.
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GFDL-ESM4

\:

umn), ERFari (second column), ERFaci (third column), and ERFalb (fourth column) in the
piClim-aer (first row), piClim-BC (second row), piClim-OC (third row), and piClim-SO,
(fourth column) experiment for the GFDL-ESM4 model. The black crosses indicate the statis-
tically important values in the 95% confidence level. The global field means (5th to 95th per-
centiles in the parenthesis) are shown in W m™,
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Figure A7. As in Fig. A6, but for DJF.

(@ ERF_tolol (aer—control) GFOL-ESMA (waN) (o) ERFori_totol (oer~coniral) GFDL-ESWs (aW) (© £8Focitotol (oer-control) GFOL-ESw4 (waw) ) ERFoi_total (oer~control) GFDL-ESWS (MAN)
7w 027 m -100 000 W (-1.37 10 093)

i (364 to 1.56) 1.63)

o 1 2 5 2 785 4-3-2-10 1 2 3 4
ERF_totot (BC-control] GFOL-ESMa (MaM) ERFori_totol (BC-control) GFOL-ESWe (Maw) (@ ERFoci_totol (BC-control) GFDL-ESWe ()
053 W m* (14 7) 0.54 W m* (0,03 to 1.63) 179

7 -6 -5 -4 -3 -2-1 0 1 2
ERF_total (OC-conirol) GFOL-ESMA (MAM) ERFori_total (0C-cantral) GFDL-ESMA (MaV)
0.3 W (=207 to 1.73) -0.06 W m (~0.28 to 0.08)

kB

Wi

5 3 2-1 0 1 2 3 4 5 6 o B 2 - 3 7 7 2 7 -6 -5 -4 3 -2 -1 0 1 2 3 4
ERF_Lotel (S02-control) GFDL-ESM4 (MAM) ERFari_total (S02-control) GFOL-ESMA (MAM) e ERFolb_tols! (S02-control) GFOL-ESW4 (WAW)
W (-342 t0 122) ~0.22 W m? (-0.70 10 0.04) o: ta 1.00)

4 -3 -2 -1 D 1 2 3 & 5 B 7 Touk; 28 b <8 szial 0!V 2 % 4 8 8 °F 7 -6 -3 =4 -3 =2 ¢ 1 2 3 & 5 6 7 7 46 -5 =t =3 =2 -1 0 1 2 3 & 5 &

Figure A8. As in Fig. A6, but for MAM.
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Figure A9. As in Fig. A6, but for JJA.
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Figure A10. As in Fig. A6, but for SON.



MPI-ESM-1-2-HAM

§ 5 a3 <d ) @ 2 3 4

Figure All. Spatial TOA distribution of the annual mean total (SW + LW) ERF (first col-
umn), ERFari (second column), ERFaci (third column), and ERFalb (fourth column) in the
piClim-aer (first row), piClim-BC (second row), piClim-OC (third row), and piClim-SO,
(fourth column) experiment for the MPI-ESM-1-2-HAM model. The black crosses indicate
the statistically important values in the 95% confidence level. The global field means (5th to
95th percentiles in the parenthesis) are shown in W m
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Figure Al12. As in Fig. Al1, but for DJF.
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Figure Al13. As in Fig. A11, but for MAM.
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MRI-ESM2-0

umn), ERFari (second column), ERFaci (third column), and ERFalb (fourth column) in the
piClim-aer (first row), piClim-BC (second row), piClim-OC (third row), and piClim-SO,
(fourth column) experiment for the MRI-ESM2-0 model. The black crosses indicate the statis-
tically important values in the 95% confidence level. The global field means (5th to 95th per-
centiles in the parenthesis) are shown in W m™,
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Figure Al7. As in Fig. A16, but for DJF.
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Figure A18. As in Fig. Al6, but for MAM.
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Figure A19. As in Fig. A16, but for JIA.
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Figure A20. As in Fig. A16, but for SON.
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NorESM2-LM (p1)

umn), ERFari (second column), ERFaci (third column), and ERFalb (fourth column) in the
piClim-aer (first row), piClim-BC (second row), piClim-OC (third row), and piClim-SO,
(fourth column) experiment for the NorESM2-LM (p1) model. The black crosses indicate the
statistically important values in the 95% confidence level. The global field means (5th to 95th
percentiles in the parenthesis) are shown in W m™.
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Figure A22. As in Fig. A21, but for DJF.
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Figure A23. As in Fig. A21, but for MAM.
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Figure A25. As in Fig. A21, but for SON.
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NorESM2-LM (p2)

umn), ERFari (second column), ERFaci (third column), and ERFalb (fourth column) in the
piClim-aer (first row), piClim-BC (second row), piClim-OC (third row), and piClim-SO,
(fourth column) experiment for the NorESM2-LM (p2) model. The black crosses indicate the
statistically important values in the 95% confidence level. The global field means (5th to 95th
percentiles in the parenthesis) are shown in W m™,
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Figure A28. As in Fig. A26, but for MAM.
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APPENDIX B: Global field mean values for each model

Table B1. Global mean TOA values of the overall ERF (denoted as ERF), ERFari (ARI),
ERFaci (ACI), ERFalb (ALB), and globally averaged surface air temperature change (TAS)
on an annual and seasonal basis for the piClim-aer, piClim-BC, piClim-OC, and piClim-SO2
experiments for the CNRM-ESM2-1 model.

ERF

ARI

ACI

ALB

CNRM-ESM2-1 TAS
total swW w total SwW w total sw Iw total sw Iw
aer | -0.74 -082 0.08 | -0.21 -0.22 0.00 | -061 -059 -0.02 | 0.08 -0.01 0.09 | -0.05
BC | 011 015 -003 | 0.13 013 000 |-003 -001 -0.02| 001 002 -0.01 | 0.00
ANNUAL oCc | -0.17 -0.23 0.06 | -0.07 -0.07 0.00 | -0.14 -0.18 0.04 0.04 0.02 0.03 | -0.02
sO2 | -0.74 -0.84 010 | -0.29 -0.29 0.00 | -0.53 -0.55 0.02 0.08 0.01 0.07 | -0.03
aer | -056 -0.78 021 | -0.19 -0.20 0.00 | -0.53 -0.57 0.04 | 016 -0.01 0.17 | -0.05
BC 0.18 0.02 0.16 0.12 0.12 0.00 | -0.08 -0.13 0.05 0.14 0.03 0.11 | -0.01
DJF oCc | -0.09 -0.24 016 | -0.05 -0.05 0.00 | -0.18 -0.28 0.10 | 014 0.09 0.05 | 0.00
so2 | -060 -0.73 013 | -0.27 -0.28 0.00 | -0.47 -0.49 0.02 | 014 0.03 0.1 | -0.03
aer | -082 -0.82 000 | -0.19 -0.19 0.00 | -0.68 -0.63 -0.05 | 0.04 0.00 0.04 | -0.04
BC | 016 026 -0.11| 0.15 015 000 | 002 006 -0.04|-0.01 005 -0.06 | 0.01
MAM oc | -017 -0.22 004 | -0.05 -0.05 0.00| -0.17 -0.20 0.02 | 0.05 0.03 0.02 | -0.02
SO2 | -0.86 -0.83 -0.02 | -0.29 -0.29 0.00 | -059 -0.60 0.01 | 002 005 -0.03 | -0.01
aer | -0.76 -0.84 008 | -0.23 -0.23 0.01 | -0.61 -0.58 -0.04 | 0.08 -0.03 0.11 | -0.06
1IA BC | 005 020 -015| 0.16 015 000 |-003 005 -0.08 | -0.07 0.00 -0.07 | 0.00
oc | -017 -019 002 | -0.08 -0.09 0.0 | -0.06 -0.05 -0.01 | -0.02 -0.05 0.03 | -0.03
so2 | -0.78 -0.92 014 | -031 -0.31 0.0 | -0.56 -0.57 0.01 [ 0.09 -0.04 0.13 | -0.05
aer | -082 -08 003 | -025 -025 0.01]|-061 -059 -0.02| 004 -0.01 0.05 |-0.04
BC | 006 010 -0.04 | 0.11 011 000 |-002 000 -0.01|-0.03 0.00 -0.03 | 0.00
SON oc | -024 -0.27 003 | -0.09 -0.09 0.00| -0.15 -0.18 0.02 [ 0.00 0.00 0.00 | -0.02
SO2 | -0.73 -0.88 0.5 | -0.30 -0.30 0.00 | -050 -0.56 0.06 | 0.06 -0.02 0.09 | -0.04
Table B2. As in Table B1, but for GFDL-ESM4.
ERF ARI ACI ALB
GFDL-ESM4 TAS
total SwW Iw total SW Iw total sw Iw total sw lw
aer | -0.70 -059 -0.11 | 026 024 002 | -092 -0.77 -0.15| -0.03 -0.06 0.02 | -0.02
ANNUAL BC | 035 062 -027 | 052 051 001 |-0.09 0.8 -018 | -0.09 0.03 -0.11 | 0.04
oC | -021 -021 000 |-0.10 -0.09 000 |-0.16 -0.13 -0.04 | 005 001 0.04 | -0.01
SO2 | -0.67 -0.76 008 | -021 -022 001 |-051 -051 0.00 | 005 -0.02 0.08 | -0.04
aer | -047 -0.33 -0.14 | 0.15 0.13 001 | -055 -042 -0.12 | -0.07 -0.04 -0.03 | -0.02
BC | 031 042 -011| 037 036 001 |-0.03 0.5 -0.09 |-0.02 001 -0.03 | 0.01
DJF oc | -0.14 -0.12 -0.01 | -0.07 -0.07 0.00 |-0.09 -0.07 -0.02 | 0.02 002 0.00 | 0.00
SO2 | -050 -044 -0.05 | -0.13 -0.14 001 |-0.33 -0.29 -0.03 | -0.04 -0.01 -0.03 | -0.02
aer | -0.73 -076 0.03 | 027 025 002 |-1.00 -091 -0.09 | 000 -0.10 0.10 | -0.03
MAM BC 0.53 0.67 -0.14 | 054 0.54 0.01 0.00 012 -0.12 | -0.01 0.01 -0.02 | 0.03
oc | -013 -0.14 002 | -006 -006 000 |-0.10 -0.07 -0.03 | 004 -0.01 0.05 |-0.01
SO2 | -0.74 -090 0.15 | -022 -023 001 |-055 -057 0.02 | 003 -0.09 0.13 | -0.05
aer | -090 -074 -0.16 | 040 038 002 |-129 -1.08 -0.22 | 0.00 -0.04 0.03 | -0.03
BC | 026 074 -047 | 068 066 0.02 | -020 0.06 -0.26 | -0.22 0.02 -0.24 | 0.06
JIA oC | -023 -026 003 |-012 -011 -0.01|-0.19 -0.16 -0.03 | 0.08 001 0.07 | -0.02
sO2 | -0.77 -103 0.26 | -0.27 -0.28 0.00 | -0.67 -0.74 0.07 017 -0.00 0.19 | -0.06
aer | -0.70 -053 -0.17 | 021 019 002 | -0.85 -0.67 -0.19 | -0.06 -0.05 -0.01 | -0.01
SON BC | 028 065 -037 | 050 049 001 |-013 011 -0.23|-0.10 0.06 -0.15 | 0.05
oc | -036 -0.33 -0.03|-0.13 -0.13 0.00 |-0.27 -0.20 -0.07 | 0.04 0.00 0.03 | -0.02
SO2 | -0.68 -0.65 -0.03 | -0.22 -022 000 |-050 -045 -0.05| 0.04 002 0.02 | -0.03
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Table B3. As in Table B1, but for MPI-ESM-1-2-HAM.

ERF ARI ACI ALB
MPI-ESM-1-2-HAM TAS
total swW Iw total swW w total sw Iw total sw Iw
aer -1.26  -1.53 0.27 0.16 019 -0.03 | -1.57 -1.67 0.10 0.14 -0.05 0.19 | -0.08
BC | -015 004 -019| 072 071 001 |-087 -071 -0.16 | 0.00 0.04 -0.04 | 0.01
ANNUAL oCc |-078 -0.8 0.6 | -0.02 -004 002 |-079 -080 0.02 | 002 0.00 002 |-0.01
sSO2 | -1.06 -135 028 | -024 -020 -0.04 |-096 -1.10 0.14 0.14 -0.05 0.19 | -0.08
aer | -1.03 -118 015 | 012 013 -001|-123 -128 005 | 0.08 -0.03 0.11 | -0.05
DIF BC -0.19 -0.04 -0.15 | 0.53 0.51 0.01 | -064 -059 -0.05| -0.08 0.03 -0.11 | 0.04
oC -0.70 -0.79 0.09 0.00 -0.02 0.02 |-0.72 -0.77 0.05 0.03 0.00 0.02 | -0.01
sO2 | -1.00 -119 019 | -025 -024 -0.01 | -0.84 -093 010 | 009 -0.02 0.11 | -0.04
aer | -1.62 -18 024 | 032 040 -008|-201 -214 013 | 006 -0.11 0.18 | -0.10
BC -0.08 013 -0.21 | 094 095 -0.02 | -1.13 -0.89 -0.24 | 0.11 0.07 0.05 | -0.01
MAM oC |-105 -110 0.5 |-0.02 -006 004 |-1.04 -1.04 0.00 | 001 0.0 001 |-0.01
SO2 | -1.26 -151 024 | -0.14 -0.04 -0.10 | -1.20 -1.38 0.18 0.07 -0.10 0.17 | -0.08
aer -1.08 -1.44 0.37 0.15 0.17 -0.03 | -146 -157 0.11 024 -0.04 0.28 | -0.08
1IA BC | -007 014 -021| 078 077 001 |-084 -068 -0.16 | -0.01 005 -0.07 | 0.03
oCcC |-058 -066 0.9 |-001 -003 001 |-059 -062 0.03 | 002 -0.02 004 |-0.01
SO2 | -099 -136 037 | -0.24 -020 -0.04 | -097 -1.09 013 | 021 -0.07 0.28 | -0.09
aer | -132 -163 031 | 007 007 000 |-158 -1.70 012 | 019 000 0.19 | -0.09
SON BC | -026 -005 -021| 062 061 001 |-08 -068 -0.18 |-0.02 0.02 -0.04 |-0.01
oCc |-082 -08 003 ]|-003 -005 001 |-08 -079 -0.01| 001 -0.01 0.02 |-0.02
SO2 | -1.00 -133 033 |-032 -032 -0.01|-0.84 -099 015 | 0.17 -0.03 0.19 | -0.10
Table B4. As in Table B1, but for MRI-ESM2-0.
ERF ARI ACI ALB
MRI-ESM2-0 TAS
total SwW Iw total SW w total SW Iw total sw lw
aer -1.22  -275 152 | -032 -0.32 0.00 | -0.99 -248 148 0.08 0.05 0.04 -0.02
BC 025 -122 146 | 026 026 0.00 | -009 -162 153 | 008 015 -0.07 | 0.04
ANNUAL oCc | -032 -050 0.18 | -0.07 -0.07 0.00 | -0.21 -0.42 0.21 | -0.04 -0.01 -0.03 | -0.01
SO2 | -1.38 -191 053 | -048 -049 0.00 | -094 -137 042 | 005 -005 0.10 | -0.06
aer | -0.78 -2.06 128 | -023 -024 001 | -063 -1.86 123 | 0.08 0.04 004 | -0.03
BDIE BC 026 -098 124| 019 019 0.00 | 004 -125 129 | 003 0.08 -0.05 | 0.04
oCc | -035 -039 004 | -0.06 -006 0.0 |-021 -033 012 | -008 0.00 -0.08 | 0.01
SO2 | -1.21 -148 026 | -037 -0.38 0.00 | -0.83 -1.09 0.26 | -0.01 -0.01 0.00 | -0.02
aer -133 -270 137 | -031 -0.32 0.00 | -117 -247 130 0.15 0.09 0.06 -0.05
BC 039 -101 140 | 026 026 0.00 | -006 -152 146 | 020 0.26 -0.06 | 0.04
MAM oCc | -032 -043 0.11 ]| -0.07 -0.07 0.0 | -019 -035 016 | -0.07 -0.02 -0.05 | -0.02
SO2 | -1.60 -198 039 | -048 -048 0.00 | -1.12 -142 029 | 001 -0.08 0.09 | -0.10
aer | -1.70 -349 179 | -038 -0.38 000 | -140 -3.14 174 | 0.08 004 004 | -0.01
JIA BC 001 -156 156 | 030 030 0.00 |-037 -208 170 | 008 0.22 -0.14 | 0.06
oC | -040 -065 025 | -0.08 -0.07 0.0 | -0.29 -055 0.27 [ -0.03 -0.02 -0.01 | -0.01
SO2 | -146 -235 089 | -057 -057 0.00 | -099 -169 070 [ 0.11 -008 019 | -0.05
aer | -1.08 -275 166 | -0.34 -0.34 0.00 | -0.77 -243 165 | 0.02 0.02 001 | 0.0
SON BC 032 -133 165 | 028 028 000 | 003 -165 168 | 001 0.04 -0.02 | 0.04
oCc | -022 -054 032 -0.07 -007 0.0 |-016 -045 028 | 002 -0.01 004 | 0.00
sO2 | -1.25 -182 057 | -050 -051 0.00 | -0.83 -1.27 044 0.08 -0.04 0.12 -0.05
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Table B5. As in Table B1, but for NorESM2-LM (p1).

ERF ARI ACI ALB
NorESM2-LM (p1l) TAS
total SwW lw total sw lw total sw lw total SW Iw
aer |-121 -141 021 | 003 -001 004 |-121 -137 016 | -0.03 -0.04 0.01 | 0.01
BC 030 048 -0.18 | 035 035 0.00|-0.12 0.03 -0.16 | 0.07 010 -0.03 | 0.01
ANNUAL ocC -0.22 -0.27r 0.05 | -0.07 -0.07 0.00 | -0.16 -0.17 0.01 0.02 -0.02 0.04 | -0.02
so2 | -1.28 -169 041 | -019 -022 003 |-101 -131 031 |-0.09 -0.16 0.07 | -0.01
aer -1.02 -102 -0.01|-001 -003 0.02]|-08 -099 013 |-0.16 0.00 -0.16 | 0.07
DIF BC 0.40 0.46 -0.07 | 0.26 0.26 0.00 | 0.12 021 -0.09 | 0.02 -0.01 0.02 |-0.01
oCc | -0.33 -0.23 -0.10 | -0.07 -0.07 0.0 |-0.20 -0.13 -0.07 | -0.07 -0.03 -0.04 | 0.00
so2 | -122 -132 011 | -0.16 -0.18 0.02 | -0.83 -1.06 0.22 | -0.22 -0.09 -0.13 | 0.04
aer -1.60 -1.74 0.15 0.02 -002 004 ]| -15 -171 0.16 | -0.06 -0.01 -0.05 | 0.03
BC 037 058 -021| 037 036 0.00]-0.10 0.3 -013| 011 019 -0.08 | 0.04
MAM ocC -0.13 -0.12 0.00 | -0.06 -0.06 0.00 | -0.04 -0.01 -0.03 ]| -0.03 -0.06 0.03 | -0.01
so2 | -1.77 -218 041 | -023 -026 003 | -138 -168 030 |-0.16 -0.24 0.08 | -0.01
aer | -1.22 -148 026 | 008 0.03 005 ]|-131 -1.38 0.07 | 000 -0.13 0.13 | -0.04
JIA BC 0.07 049 -042 | 043 042 000 | -044 -0.13 -0.31 | 0.09 020 -0.12 | 0.03
oCc |-031 -031 001 |-008 -0.08 000]|-0.26 -024 -0.02| 004 001 0.03 |-0.01
so2 | -1.30 -182 052 | -018 -0.22 0.04 | -103 -1.30 0.27 |-0.09 -0.30 0.21 | -0.07
aer -098 -142 043 0.03 -0.00 0.04 | -110 -1.38 0.28 010 -0.02 0.12 | -0.02
SON BC 036 039 -003| 033 033 000]|-006 004 -010]| 008 001 0.07 |-0.01
oCc | -0.10 -040 030 |-0.09 -0.09 000 |-015 -031 015 | 0.14 0.00 0.15 | -0.04
SO2 | -084 -145 062 | -0.18 -0.22 003 | -0.78 -1.22 044 | 012 -0.02 0.14 | -0.02
Table B6. As in Table B1, but for NorESM2-LM (p2).
ERF ARI ACI ALB
NorESM2-LM (p2) TAS
total SW w total SwW Iw total sw lw total sw lw
aer | -141 -163 022 | 004 0.00 0.04|-138 -155 0.17 | -0.06 -0.08 0.02 | 0.01
ANNUAL BC 024 046 -022 | 033 032 000]|-0.10 002 -013 | 0.02 0.12 -0.10 | 0.03
oc |-038 -035 -0.02 | -0.08 -0.08 0.00|-0.27 -0.27 0.00 | -0.03 0.00 -0.03 | 0.00
sO2 | -145 -180 035 | -0.19 -0.22 003 | -111 -140 0.29 |-015 -0.18 0.03 | 0.00
aer | -1.16 -1.33 018 | 002 000 002 |-115 -1.38 023 |-0.03 0.04 -0.07 | 0.08
DIE BC 024 035 -011| 023 023 000 ]| -0.02 006 -0.07 | 002 0.06 -0.04 | 0.02
oCc | -051 -041 -0.10 | -0.05 -0.05 0.00 | -042 -0.37 -0.05 | -0.04 0.01 -0.05| 0.01
so2 | -1.32 -144 012 | -0.14 -0.16 002 | -1.08 -1.30 022 | -0.10 0.01 -0.11 | 0.09
aer -1.28 -1.72 044 0.08 0.05 003 | -141 -174 033 0.05 -0.02 0.08 0.01
BC 059 074 -015| 040 040 000 | 001 008 -008 | 018 025 -0.07 | 0.04
MAM ocC 005 000 005 | -0.07 -0.07 000 | 006 004 0.02 | 006 003 003 |-0.01
SO2 | -1.84 -227 043 | -023 -0.26 003 | -142 -1.75 033 |-018 -0.25 0.07 | -0.03
aer | -148 -161 013 | 008 0.03 005 | -1.34 -134 0.00 | -0.23 -0.31 0.08 | -0.05
1IA BC 016 055 -0.39 | 038 037 000]|-0.18 003 -021|-003 0.15 -0.18 | 0.05
oCc | -032 -033 0.1 |-008 -008 0.00|-016 -021 005 |-0.08 -0.03 -0.04 | 0.01
so2 | -1.39 -182 043 | -0.17 -021 004 | -096 -1.19 022 |-025 -042 0.17 | -0.07
aer | -1.70 -1.86 015 | -0.03 -0.07 004 | -162 -1.75 013 | -0.06 -0.03 -0.02 | 0.00
BC | -003 022 -024| 029 029 000]-022 -008 -0.14 | -0.09 0.01 -0.10 | 0.02
SON oCc | -0.74 -0.68 -0.06 | -0.14 -0.14 0.00 | -054 -051 -0.02 | -0.06 -0.02 -0.04 | -0.01
sSO2 | -1.27 -169 042 | -023 -026 004 | -098 -138 040 | -0.06 -0.04 -0.02 | 0.01
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APPENDIX C: Barplots of field means for each model

(a) CNRM-ESM2-1 (ANNUAL)
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Figure C1. Barplots of the globally averaged (a) annual, (b) DJF, (c) MAM, (d) JJA, and (e)
SON SW, LW, and total (SW + LW) TOA ERF components (overall ERF, ERFari, ERFaci,
ERFalb) for the piClim-aer, piClim-BC, piClim-OC, and piClim-SO, simulations for the
CNRM-ESM2-1 model.
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Figure C2. As in Fig. C1, but for GFDL-ESM4.
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(a) MPI-ESM-1-2-HAM (ANNUAL)
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Figure C3. As in Fig. C1, but for MPI-ESM-1-2-HAM.
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Figure C4. As in Fig. C1, but for MRI-ESM2-0.
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(a) NorESM2-LM (p1) (ANNUAL)
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Figure C5. As in Fig. C1, but for NorESM2-LM (p1).
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Figure C6. As in Fig. C1, but for NorESM2-LM (p2).
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APPENDIX D: Boxplots for each model
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Figure D1. Boxplots of the (a) annual, (b) DJF, (c) MAM, (d) JJA, and () SON SW, LW,
and total (SW + LW) TOA ERF components (overall ERF, ERFari, ERFaci, ERFalb) for the
piClim-aer, piClim-BC, piClim-OC, and piClim-SO2 simulations for the CNRM-ESM2-1
model. Each box’s lower (upper) limit is the 25th (75th) percentile, the black horizontal lines
denote the median (50th percentile), the black circles are the global field means at TOA, and
the numbers on the lower (upper) bounds of each subplot denote the minimum (maximum)
field values.
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Figure D2. As in Fig. D1, but for GFDL-ESM4.

100



MPI-ESM-1-2-HAM (ANNUAL)

= . - = s
R L Py Ry
- — — w [
Sa25358352852=
L —_ === mmm 2
recrrrrOQO a9
W W<
dO00EEEEOO0OE@EOe
88T =1 S5 o1 992 S6Z [ zL E0S x4 LT =11 S0z
S0L 3 el 3 £9g sLEL STE ste are 1y [} s
S0°L 0} Ll = 557 0L L] i 2] EEES 297 el 62
e [ i BLG [ | PO r3g [ | 667 \zL ELLL- 604 e ] z9s-
aoz [ e El'a [ =] :s61- 2Ly [ e S bk 404 [ =] otz
] e e — 562 B EL I E—— €10z 8 99 [ a 8eL s 8 L I ooz
W gy [] Lz W 40 1 o @Dz "] 90 D g 950 W pza t 620
L0 ] Lo 20 me s %€ [ o9 ek S e [ 569
[13] [ ] 9B'E 580 [0 S8 S [ | e FLL [-3-g 80 m- ¥a'g-
L0g [ | EE 89 | —— LE0L e F 1 155 Sval 89EL e | — - e
[ [T =] sroe 996 [ —— 5% I — o s [ —— 502 [ —
05 [ aazes 2vs [ o 059 [ S T 23] o SE9 [ AT
paNs [£3] BBL- a0z [} iy BGZ CEl LT BSZ 682 vEL (i ] B 'L~
[fa [] [:ra 8L [] oL AL [ alg ne zre vLE [} zz-
99 [£7] 52 OOk =N 5% 89 [ 1z €09 B sig x| 96'L-
e 4] o5 OS 4] 18E" ELZH % ) ELEM 08y P2 VS I (c4-3
z0'6 [ | e BLLE =1 L9EL zL6 1 = 958k LEEL 9L Lh vE'S 1= 1 850k
5O CIT_=1 9BL Lok J | BOEL- 0z'6 o | [5:3-18 BEEL ¥ELL- bLs | ra oL
8 3 3 8 8
20 { 00" P ] + sLo = 0 4 sLor P ] aLo P T ] oo
050 } o7l [ 3 =38 = oo F gL < el €5 Z 0 ] s
050 3 6E'L- = ] s0°L- < [ Pas = 2 ers O wo ¥ el
8 g 3 @
0y 41 g = 13 | | o = EFEL | | [T = ZEL = (3] | | %3
£y I - soe- < seo [ | BYEL < GO [ — Ll < s < 122 J I
SEY [ e I o = 00ZL T 198 | e I @ I s [— ] ST
0
o & a i
20z (R3] S - €2 (2] oLy - Lze [ ] sz - L34 s — vLZ [ ) sz
e q 861" = (L34 i G0 M. 808 q fyi = 626 SL M_ @'t [ aLe
vZE m; e 177} ZEET [ ) EEW » £L9 e g w0 Z98 LB 0 69T [ oz
w @ w w
e =] 16 m. SU6 = vzl = 558 [ T= ] 1z m. 89 o8's N_ £ [ | s
e [ 55 S ue s svo- [-o— [ o TR — vz T e e
o't ] e o' I v = o I o o % vz o I e
o . Q. ) ] o Q.
Lo 4 sL0 ¥ oo Fa%] ) 90 BED oo vZ0 ] rLo-
259 =1 25'g EC POl o [ €0 65 S50 1z9 2] 620
099 098 [ ] 860 e I o %6 £r 0 €49 ] £z
6ry . Lk S50 —u 8lg 8E0L . SLa Lok BG & Lrok —u 856
arg CI=—1 L L I LAl s [ k] e PELL o 6L [ T= 1 Ll
Lt CT=7 = ere  E— r— &e s =TT LY L e w9 [ ] oae
£33 o Lz s ER BrT S0F [T i £85 ¥z o =] 6aZ
L ] £8' -0 b oLk (K I BOZI z5L (-3 £FE [] [543
506 EE BT oLok o[ ob's vE'S = L6 zH'L 159 099 =] -4
YE'E [ | 85's oF'L [ | L s 4] g 16 680 L [ | riG
25 [ — L6'S [ e €59 [ — £zl 168" £ [ ——
o L o 778 LS o e I 57 o 09E 608" o T I ¢ o
@ @ o T @
@ @ © @ o
£10 [] 0z'0 ] ¥z 9z0 ] 1907 48] 150 ] ] [x4vg
Log ] 8L6 o 08T 06 =1 e [f4 8z L ¥ S0
Log 4 z8'6 [} 0z 868 [} [t 92E ez 8Ly [} =5
087 =] S g =[] e 659 [ I— el oF 8811 e — | 969
2EG 7] ez e - zr0e L6t spe e I vols arg + e
s [ — 59 [ e | m—— GOEL 0LEs 4L | I E——
LI I D R R B B | LI I D O I R B | LN I L O B R B A | LI D I R B B B | IR I I R B B |
Lo Wwewowagwouy Do WwaoWwowaouwyaouwn noweonowaowoun wowowowauyouw n o Wwaowowaw o
L = = = S V- eSS g gqd o YN -Tee g Tad S Ner--esg g Taq T NN - eSg T
M M W m = WM = WM

Figure D3. As in Fig. D1, but for MPI-ESM-1-2-HAM.
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Figure D4. As in Fig. D1, but for MRI-ESM2-0.



= . . = =
R L Py Ry
S ST ~=3 o
Sa25358352852=
L —_ === mmm 2
FXXCrrOo0C0ad2@
W W<
dO00EEEEOO0OE@EOe
€6'L - 1) oL 8z (1) [2a g sze [} W0 1€ obE [o[] 62
zz [ o oF'L 3 0L 65 I« & oe el } s
E (2] oy 159 (L] e i L] 86 85 1S3 Em RS
£5Y [ 3] are €98 (| sbe G086 | | 1Z6 [y 609 | B8G
o I Lkl el [ | ALz il [ I — 8L o8 [ e R
oy 29T [ oger o %59 - ezl o BB [ 0aEL Y o L99 . e
o o o] o o
W gz 4 Lo Wz 4 200 @D pry ] o0 @D 150 W g { €00
3] P s0e- sv0 13 e £ 13 e oz 180 B e
o [ ) 062 w0 [ ¥EET BED [ 3 S9E 154 8BS0 B (153
62 = zr'i- 6001 | - oL @z | - pLLL B BtL | - 0z
9z [ —C— 98 [ O er'e C E e 699 I I -
182 [ S A E] [ =] PEEL s B B EEE ] svL 1= Bl
L h} BEL- VB (] L BEZ 3] ave sre EZE iCh| 0Lz
BSZ 3 Era=y 8Ly 3 SV B vy 3 L6 588 o [} GG
992 1] Svg o€e 2] 80 ¥LE 7] Ea 658 [ [o] ] zy
£8E 23] 0P WL [ st 4 [k zZZo o5 s 41 208
8z'9 [ 596 [ [ 99'6" ZEEL [ | 58 L0ET z5'6 1= 1 99
rac) [ ] S8 8lL'g [ ] %43 16 [ ] We vZzz 058 i [-3-3
=8 8 8 8 8
N_ 100 + 200" ] 4 00 - 601 4 200" oo — oo + Lo
S 9650 } Lo [T ¥ 69 = £33 ¥ 285 < = 3 S0 3 9t
z 260 3 62 m zi ] e < LEL 3 Pre-g = 6L [] 508 [ 657
z e H 3 2
=y 133 [(E N L6 = 5] | ) e — 6 [ ] ZEEL = 855 —_ 859 | | 000k
= A = 85's o B C I 1 243 M. FOEL [ | T3 o 95Ez .m. ¥ [ 08z
B 0 (| L2 ,Ml 508 [ | SUL = zEs [ £ W‘ w1z = is® ] ¥Te
- = =
= 6p'L [t]] L = 19% [£3)] BPE = €52 23] e = BOE < 14 [£1] 891"
Q o
] 3] q S m 6.1 + S8 o e o s g ww= ] voy ] e
o~ 169 1] 892 n LEB 2] (3 m BOGL o1 629 7] 9vz w._ 20 (1] BLE-
= w w
w
ﬁ 592 (] 5 s (n3] 6L [ 129 [T g R 5 50 [ N 2oL
p=t LS | 2 arL [ =] ] 9 M 202 [ L6 3 avaL =z g [ | 7R3
=] (129 [ | g e ob's- PES I a3 ESE 166 [ | BE'G-
Z 0 Q ) Q Q
o @ ) ] . o o
00 ] 00 4 ¥O0r oL 4 poa- 00 £0°0 3 zZLe
08 | 9% 4 8o ser =l 190 [ 052 4 eee
e L] E 1 B B | 5o [ 5z 4 eeo
ze 3 e 299 3 =53 [ . 9% ival =21 3 GRS
S04 =[] Ly sz oL 1] zgL EWL [ 1 pos: soaL BZE =11 759
g [} vLE 6L o 1 B ZEEL [ | PR [2:1:3 oL [ Ly
#0E CHl gL W'z 1) 7y 607 c il £ ey e [ONl sve
£F'9 3 15 LLEE + FOB 629k ) 7 296 (154 ] 4
98's 0] aB's 8604 I E5'E BS¥ o 9L 526 95 (L] 8L
[£44 E BEE 589 (| FOE 0E's k1 -9 e oLs El 43
6LG T+ [BOIS aLolL [T =1 og'al (3] [ sial 151z 955 [ I Y
_ % [T T vt Tl s _ e s _ w0 _ 8 e o
@ @ o T @
© . - . © . @ L
ZED ] Lo az'0 3 o iro 4 00 (310 BE'D i z00-
zo'l ] -3 L ] Lo ¥e'L 0] 15 a3 [=:48 ] Ebt
06°L [ ) T BFL ] [N 8L [} fcrd 43 =% 1 80t
Ead (x ] 197 e | 896 59 [ 9L L L] 4 664
GET . 086" sa 0L . S6'GL- 818 . el 51z 06 . SZEL
oad LT 1 906 vBL I+ 1 Pra-iy 8rs [ | BG Gl el frad [ | 8801~
r T T T T T T T 1 T T T T T T T T 1 T T T T T T T T 1 T T T T T T T T T T T 1
I - L I - T LI L B T oo I - I
— — — — —
C) s s z ©)
M M W m WM

103

Figure D5. As in Fig. D1, but for NorESM2-LM (p1).
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Figure D6. As in Fig. D1, but for NorESM2-LM (p2).
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APPENDIX E: Temperature spatial pattern for each model

CNRM-ESM2-1

t©
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Figure E1. Spatial pattern of the annual (first column), DJF (second column), MAM (third
column), JJA (fourth column), and SON (fifth column) global mean surface temperature re-
sponse in the piClim-aer (first row), piClim-BC (second row), piClim-OC (third row), and
piClim-SO, (fourth column) experiment for the CNRM-ESM2-1 model. The black crosses
indicate the statistically important values in the 95% confidence level. The global field means
(5th to 95th percentiles in the parenthesis) are shown in degrees Celsius.
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Figure E2. As in Fig. E1, but for GFDL-ESM4.
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MPI-ESM-1-2-HAM

@ o (0 © oo : (@ emosrtue (ores

= cem > e = g e
| —— B[ ] T E— E

o () 0

) T

I

Figure E3. As in Fig. E1, but for MPI-ESM-1-2-HAM.
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Figure E4. As in Fig. E1, but for MRI-ESM2-0.
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Figure E5. As in Fig. E1, but for NorESM2-LM (p1).
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Figure E6. As in Fig. E1, but for NorESM2-LM (p2).
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