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PREFACE

The present Doctoral thesis has been carried out under the postgraduate studies program of
Aristotle University of Thessaloniki, through the school of Geology (department of Geophysics
and Seismology). The objective of this thesis mainly focuses on issues of engineering seismology,
attempting to investigate and determine parameters related to the seismic source, to the wave
attenuation due to propagation path, as well as to the effect of site surface geological conditions
on seismic motion. Two algorithms referring to the Generalized Inversion Technique (GIT) and
Spectral Factorization of Coda waves (SFC) have been developed for the sake of this study. This
thesis was carried out under a three-year scholarship provided by the State Scholarships
Foundation of Greece (IKY) for the period between May 2018 — April 2021 and was partially
supported by the Institute of Engineering Seismology and Earthquake Engineering (ITSAK)
through the project: “Site Response empirical Estimation using Advanced Techniques-SIREAT”
funded by the French Alternative Energies and Atomic Energy Commission (CEA), for the period
between May 2021-December 2021.

At this point, I would like to express my gratitude to all those who supported my efforts and
contributed to the completion of this study. Firstly, I would like to thank Prof. Panagiotis
Hatzidimitriou for entrusting me and taking over the supervision of this thesis and also for his
advices and remarks during its preparation. A “thousand thanks” may not be enough to express
my gratitude to the Research Director of ITSAK, Dr. Nikolaos Theodoulidis, who besides his
acceptance to co-supervising this thesis, was also my mentor all these four years, offering me
continuous guidance, support and encouragement, as well as helping me to complete the research
and the writing part of this Thesis. I would also like to deeply thank my co-supervisor and
geophysicist in CEA and ISTerre, France, Dr. Fabrice Hollender, who supported me these four
years and substantially helped me through his advices and knowledge. Also, I would like to thank
him for the opportunity he gave me to visit him in France and to work together, as well as for the
friendly “environment” who has created with his team in CEA.

Here, I would like to thank Prof. Kiratzi Anastasia and Prof. Papazachos Constantinos of
Aristotle University of Thessaloniki as well as the Assistant Prof. Roumelioti Zafeiria and Prof.
Sokos Efthimios of University of Patras, for accepting to be members of the examining committee
of this PhD Thesis, as well as for their valuable comments and review to the manuscript,
substantially contributing to the improvement of its quality.

Besides my advisors and the members of the examining committee, I would like to express
my gratitude to Prof. Pierre-Yves Bard, senior scientist in ISTerre, Univ. Grenoble-Alps, for his
time, for the priceless scientific help and for the hospitality offered me during my few weeks visit
in ISTerre, but also for his contribution to the research paper of this study regarding the SFC
application. I also thank my Professors in Seismology and Geophysics, Papazachos Constantinos
and Tsourlos Panagiotis for the constructive courses in “Inversion” during my MSc studies in
School of Geology of AUTH, which helped me to understand and to “build” a part of this study
related to the GIT algorithm. Moreover, I would like to thank the Professor of Disaster Prevention
at Kyoto University, Hiroshi Kawase, as well as Dr. Ian Main and Dr. Christophe Martin, reviewers



of Sigma-2 project, for their valuable comments and suggestions towards improving the quality of
two scientific papers corresponding to the two main subjects of this thesis.

During my visit in France, I was lucky that I met researchers and collaborated with them
helping me to carry out several parts of this work. Special thanks to Dr. Vincent Perron for his
substantial help to understand several parts of the SFC method, as well as for his contribution to
the research paper corresponding to the SFC application, to Dr. Paola Traversa for providing me
data used in this thesis and for her time and the helpful advices in all the meetings that we had, to
Dr. Olivier Sebe for the valuable discussion that we had for the issues of the SFC method, to Dr.
Stephane Drouet for the discussion we had about ideas regarding the improvement of his GIT
algorithm, as well as to Pungy Suroyo for providing some part of her programming scripts
regarding the coda attenuation. I also thank Dr. Mathieu Causse, Dr. Areti Panou and Prof. Sokos
Efthimios, for providing me data of specific earthquakes, used in this study. At this point, I would
like to thank ITSAK for providing me the majority of the data used in the present study, but also
its personnel for creating a constructive and friendly working environment during these four years.
Special thanks to Kiriaki Konstantinidou, responsible of the department of Informatics of ITSAK,
for her help where needed all these years, as well as to research director of ITSAK, Dr. Basil
Margaris for the discussions and advices during this period. Many thanks to all the researchers and
friends in ITSAK, CEA, ISTerre and of course in Aristotle University of Thessaloniki and the
Seismological Station of AUTH, Nikos Chatzis, Dimitris Sotiriadis, Husshein Shible, Costas
Trevlopoulos and Eleni Koufoudi, for the constructive discussions we had at several issues in
seismology and for their help at several aspects of this work.

Finally, I would like to specially thank my parents Mpoula and Sakis, as well as my brother
Nikolas, for the priceless and inexhaustible support in several aspects of my life and of course |
will not forget to warmly thank my friends, who helped me all this time by their own way.

Regarding the structure of this thesis, the 1% chapter constitutes an Introduction to the topics
of this study, as well as to the factors which are investigated, and the methodologies applied.

The 2" chapter refers to the data used in the examined methodologies and offers information
about their selection and processing.

The 3™ chapter refers to the Generalized Inversion Technique (GIT) and includes the
analyses of the methodology applied to the new developed GIT algorithm. Moreover, this chapter
includes the results coming from the application of this algorithm to synthetic and real data, aiming
at validating the algorithm and retrieving new results for the examined region of western Greece.

The 4" chapter refers to the Spectral Factorization method of Coda waves (SFC), as well as
to the Site Amplification Factor (SAF) estimation technique introduced in this study based on the
SFC method. More specifically, this chapter includes the strategy followed for the SAF estimation
in 10 steps, 9 of which refers to the SFC method and the modifications applied in this thesis.
Moreover, the results of the application of the SAF estimation technique in data corresponding to
western Greece and southeastern France, are also presented. Finally, in this chapter, the SFC
method is applied to four low-to-large magnitude earthquakes so that to further investigate the



computed by SFC, Source Time Function, with respect to the already computed one by
independent methodologies.

The Conclusions, as well a Discussion and perspectives of this Thesis, are included in the
chapter 5.

In Appendices all the supplementary material of this study, with several matrices and
Figures, is presented.

Concluding, it’s worth noting that all the digital maps presented in the present manuscript
were created by the use of the free software: Generic Mapping Tools (http://gmt.soest.hawaii.edu/,
Wessel and Smith, 1998) and that all the procedures applied for the production of the results have
been carried out based on the interactive mathematical program of MATLAB software (MATLAB,
2017). The scripts of the GIT and the SFC algorithms developed in this study, are publicly
available upon request to the author.

Parts of the 3™ and of the 4™ chapter, have been published as results of this PhD thesis in
scientific papers, in Journals, by Grendas et al., (2021b) and Grendas et al., (2022), respectively
and as scientific papers and extended abstracts in scientific conferences, by Grendas et al., (2019),
Grendas et al., (2021a) and I'pévoag et al., (2019).
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ABSTRACT (in English)

Ground motion simulation and consequently seismic hazard assessment are fundamentally
based on the knowledge of the following three factors; the seismic source, the wave attenuation
due to the loss of energy radiated away from the source (geometrical spreading and anelastic
attenuation), as well as the Site Amplification Factor (SAF), due to the local surface geological
conditions (the so-called site effects). Further understanding of these three fundamental factors
which control seismic ground motion at surface geological formations, constitutes one of the main
challenges in engineering seismology. Especially, the SAF estimation is an important topic that
can significantly contribute to even more realistic seismic hazard assessment. The Generalized
Inversion Technique (GIT) of an adequate number of earthquake recordings, corresponding to a
specific examined region, is a useful tool to retrieve these three factors, in frequency domain. The
simultaneous computation property of GIT is desirable, since it satisfies the best solution of the
three fundamental factors, so as to “match” between each other, satisfying at the same time the
real data.

In this study a parametric GIT algorithm (in MATLAB), based on the one proposed by
Drouet et al., (2008a), has been developed, by introducing distance and regional dependent
attenuation parameters, regarding the geometrical spreading and anelastic attenuation terms,
respectively. This step aims at a more detailed investigation of the attenuation path, anticipating
to improve estimation of all three fundamental factors controlling seismic ground motion. The
algorithm is based on a Gauss-Newton iterative inversion method, using initial realistic model
parameters. Source term is parametrically investigated for seismic moment and corner frequency,
which can be simultaneously controlled with respect to stress drop. A synthetic dataset,
approximating a simplified real dataset, was inverted by the proposed GIT algorithm verifying its
computational validity. Four tests were implemented, with or without reference conditions,
providing encouraging results.

The applicability of the algorithm is supported by the inversion of a real dataset which was
also examined by Grendas et al., (2018) by using a previously developed algorithm investigating
a uniform attenuation model. Almost 9% reduction of the misfit between real and corresponding
to the computed model, data, is achieved, showing the effectiveness of the proposed algorithm.
Moreover, this GIT algorithm was applied to a real dataset of S-wave records corresponding to
western Greece earthquakes, estimating parameters that control the seismic motion in this region.
The regional dependent quality factor, Qs was found to vary between 23 — 91 for one standard
deviation range, with a geometric mean value equal to 45, while a distance dependent geometrical
spreading attenuation factor gamma, y, was found to be smoothly decreased from 12 km to 200 km,
with values from 0.98 to 0.77. The SAF for both horizontal and vertical components in 24 sites
located in the study area were also determined. Moment Magnitudes, M,, and corner frequencies,
fe, were computed for the 180 earthquakes examined, indicating an increasing trend of stress drop,
Ao from 6 to 55 bars for the M,, range between 2.5 to 5.2, respectively. The estimated values of
these parameters, which are in good agreement with the corresponding ones based on other
methodologies, indicate the reliability of the GIT algorithm, encouraging its further development



and wider application. This is also essentially supported by the quite low total average logarithmic
misfit (~0.17) between the observed and synthetic FAS. The latter ensures that the attenuation and
site factors computed from GIT can assure, among other things, improvement of seismic hazard
assessment, when considering input parameters to the stochastic S-wave simulations.

In contrast to GIT which requires an adequate set of records corresponding to several
earthquakes and stations, there are other methodologies attempting to estimate SAF or/and Source
Time Function (STF) of an earthquake at a specific site, either by using numerical simulation tools
or empirical approaches, without requiring a set of seismic records. For instance, a widely used
empirical method for SAF estimation is the “Standard Spectral Ratio” (SSR) technique
(Borcherdt, 1970) based on the Fourier Amplitude Spectra (FAS) ratio of seismic records at a
target site to the corresponding ones at a nearby amplification-free “rock” site (reference site). The
main limitation of this method lies in the availability of a reference site relatively close to the target
one. In this study, a SAF estimation technique at a target site in relation to a distant reference site
is also presented and evaluated, through a new developed algorithm. This algorithm is based on
the retrieval of the minimum phase Source Time Function (mpSTF) at a pair of examined sites
(target-reference), based on the Spectral Factorization analysis of Coda waves (SFC) proposed by
Sébe et al., (2005, 2018). The so-derived mpSTF is considered as a convolution of the actual source
function with the SAF of the site, so that the FAS ratio between the mpSTF, derived at one site
(target) and at a distant reference site, should be an estimate of the target SAF. The latter is
confirmed in this study. Under the conditions of a common STF at the examined sites and of similar
coda waves excitation factor, the ratio of the FAS of the mpSTFs (target over reference site) can
safely approach the actual SAF, at least when target-reference distance is up to ~60 km and
provides satisfactory results at longer distances. This technique was applied to 24 sites in western
Greece, used also in the GIT application and to 18 in southeastern France, in relation to 4 and 3
reference sites, respectively, located at varying distances from the target ones (from 0.4 km to
110 km). More than 700 STFs were calculated for 89 earthquakes (3.9 <M <5.2) in western
Greece, while 144 STFs were computed for 58 earthquakes in southeastern France (3.2 <M <5.2).
Finally, the average SAFs were computed and compared with those determined by GIT
applications, as well as with those computed by SSR, where possible, demonstrating the reliability
of the proposed technique in estimating site effects (SAF).



ABSTRACT (in Greek)

H zmpocopoiwon g €3a@kng Kivnong Kol Kotd GLVETEWL 1| EKTIUNGCT TNG CEIGHUIKNG
emKvOLVOTNTOG Pacifoviol OVGLIGTIKA OTN YVAON T®V 0KOAOVO®MV TOPAUETPOV: TNG CEICUIKNG
myns, g andcfeons TV Kopdtwv €€ ortiag TG amopueimong e StddOUEVNS EVEPYELNG GE
0éoeic amopaxpvouéveg amd v myn (Yeouetpikn e£AmAwon KOUOTOG Kol OVEANCTIKN
andoPeon), Kabdg eniong TOL TAPAYOVTIO TNG TOMIKNG E0APIKNG evioyvong e BEéong pelétng
e€autiog TOV TOMKAV EMUPAVEINKADV YEMAOYIK®OV ouvOnKodv (yvomotoh og site effects). H
TEPOLTEP® KOTOVONON TOV TPLOV OWTOV TAPOYyOVI®V Ol OTOiol SLUOPPAOVOLY TNV £00PIKN
CEIGUIKY KIVNON O€ EMPAVEINKOVS YEMAOYIKOVG CYNUOATICHOVG amoTehel pior amd TG Pacikég
«IPOKANCEIG) oTnV TEYVIKN oelcporoyia. Edwodtepa, 1 extiunon tov moapdyovta “site effects”
amoterel éva onuavtikd medio HEAETNG TO Omoio UTOPEl VO GLVEIGPEPEL GNUOVTIKA TPOG TNV
KatehBouvon ™G MO PEOMOTIKNG eKTIUNONG TG SeWokng emkwvovvotntac. H Teyvikn tng
Ievikevpévng Avtiotpoon|g (Generalized Inversion Technique: GIT) evog emapkovg apBpod
CEIGLUK®MV KOTAYPOPADV, Ol OTOIES OVTIGTOLYOVV GE i GUYKEKPUEVT TTEPLOYN LEAETNG, Elvar Eval
YPNOLO EPYOLEID Y10 TOV VTOAOYIGUO TOV TPUDV TOPAYOVI®V TNG GEICUIKNG Kivnong, 61o medio
TV ovyvotntav. O TavTtdYPOVOS VTOAOYIGUOG TV Tapomdve TPV mapayoviov ot GIT
EMOLOKETAL, GTOYEVOVTOG GTOV KOADTEPO TPOGOIOPIGUO OVTMV, £TCL MGTE VO, OAANAOETIOPOVY
HeTAED TOVG KIKAVOTOUMVTAG) GTO HEYIOTO BaOUd TO TPayHATIKA dedopéva.

21 pedétn vt avantdydnke Evag Tapapetpikds aryopdpog GIT, Baciopévog o exetvov
nov TPoTddnke and tovc Drouet et al., (2008a), c16ayovtag TapopéTpoug andsPeong eEAPTMOLEVES
amd Vv andctacn kor v e€etaloOpevn mePLOyN, MOV OPOPOLY AVTIIGTOLYO GTY| YEMUETPIKN
eEAMAMOT Kol 6TV OVEANGTIKY] OTOGPEST TV GEICUIKMOV KLUATOV. AVTO TO Pripa 6ToYevEL G
plo mo Aemtopepn Olepedivnon TV WOTATOV TS omdsfeong tov JpouHov  dtddoog,
TPOGOOKMVTOS 0T PEATIOON EKTIUNONG TOV TPIOV TOPAYOVI®V TOL SIOUOPPDOVOLV T GEICUIKT)
kivnon. O adydpBpog avtog ivor faciopévog ot péEBodo g enavainmTikig aviiotpopng Gauss-
Newton, ypnOIUOTOIOVTOS OPYIKES TILES Yo TIG TOPAUETPOVS oL eEgTdlovtat. H cuvdptnon g
oelokng myNG e€etdleTon TOPAUETPIKA Y10 T CEICUIKT] POTN KOl TN YOVIOKY cLYVOTNTA, Ol
omoieg UmOPoLV VO OAANAOETIOPOVY avAAoyo HE TNV mTdon tdong. Eva cvvBetikd Oeiypo
dedopévev 1o omoio mpooeyyilel éva ovTioTOO TPAYUOTIKO, OvTIGTPAPNKE pe Pdon ToV
npotevopevo alyopiBpo GIT, erainBedoviog v a&lomiotio Kot VITOAOYIGTIKY| TOL dLVATOTNTO.
Exteléomkav téccepig SOKIUES, e 1 YOPIg CLVONKT avaEOpPdS, Tov 0dNYNGaV GE eVBAPPLVTIKA
QTOTEAEGLOTOL.

H texunpioon kot a&lomiotio Tov véov adyopifuov PacicOnke emmAéov TNV avTIGTPOON
€VOG OElYLATOG TTPOYLOTIK®OV 0E00UEVMV, TO 0TtO10 £lye pedetn el and tovg Grendas et al., (2018),
YPNOUOTOIOVTOS £vor Tponyovuevo adydpiBuo GIT, vrobétoviag motdco éva eviaio povtédo
andcoPeong oty meployn HeAétne. Me v epapuoyr] tov véov aiyopiBuov ce oyxéom Le TOL
TponyovpevoL, emtevydnke peiwon ~9% g péong SEopdag HETOED TOV TPAYLOTIKMOV
OEJOUEVMV KOl EKEIVOV TTOV OVTIGTOLYOVV GTIG TOPAUETPOVS TOV SEPEVLVAOVTOL (OTOKOAOVLUEVT] (G
misfit), emPePfardvovtog TV amOTELECUATIKOTNTA TOL TPOTEWOUEVOL oAyopiBuov. Akdun, o
aAYOPIOUOC aVTOG EQOPUOCTNKE GE €va OElypo TPAYHOTIKOV OedOUEVOV OO GEICUIKEG



KOTOYPAQPES OTUNTIKAOV (S) Kopdtov ot Avtikr] EAAGSQ, eKTH®VTOG TIG TOPAUETPOVS TOL
SLOLOPPDVOVV TN GEIGUIKN Kivnorn o€ aut v mteployn. O ywpikd eEapTOUEVOS TOPAYOVTOG
mo1otToG, Os VToAoyiotnike UETAED 23-91 yia e0pog pia TVTIKNG OTOKAMONG, LE YEMUETPIKT LEOT
T 45, evd o e€aptdpevog and TV omdGTACN TOPAYOVTOS TNG YEWUETPIKNG eEATA®ONG, 7,
Bpénke va peidvetor otadtakd arnd to 12 km oto 200 km, pe Typég amd 0.98 puéypt 0.77. Emmiéov
vroloyioTnkav ot Tapdyovteg evioyvong (Spectral Amplification Factors: SAF) twv opiloviimv
KOl TOV KOTOKOPUO®V GLUVICTOOMOV 6€ 24 0£0€1g OTOOU®MV EMTOYLVGLOYPAPOV CTNV TEPLOYN
HEAETNG KaOMDG Kot Tor Peyedn oeloikng pomng, My Kol ol YOVIOKEG cuyvOoTnNTES, fe Twv 180
eEetalOUeVmV GEICUMV, DTOOEIKVOOVTOG tia ahénon g TTmdong téong, 4o, and 6 bar e 55 bars
v 0pog peyedav My, 2.5 - 5.2. Ot TIHéG aVTOV TOV TOPAUETPOV BPioKOVTOL GE KOAT CULLP®VI
LLE T1G 0vTIoTOLYEG 0O AAAEG eBod0A0YIES, KOt LTOJEIKVHOLY TNV a&10mIoTio TOV VEOL aAyopifuov
GIT, evBapplhvovtag v Tepattép® avamTTLEN TOL Kot TNV gupeia epappoyr| tov. Ta Topomdve
vrootnpilovton €mi TG 0LGING OO TNV APKETA YOUUNAN T TNG AOYOPIOKNG TYUNG TOV HETPOV
TPOcdOPIGHoD TG dtopopdg (misfit, ~0.17), petah T@v TapaTNPOVUEVOV Kol TOV GLVOETIKOV
eoopdtov Fourier. H tedevtaio mapatipnon Oac@aAiilel tn peoloTiKny eKTiunom tov
TP yOVTOV amdGRECTG Kot TNG TOTIKNG EGQPIKNG EVIGYVONG TOL TPOEKLYAV OO TNV OVTIGTPOPT,
LLE GLUVETELN 1] YPNOT TOVG MG SEOOUEVMV EIGOO0V GE GTOYUGTIKEG TPOGOUOIDGELS, VO OOTYGEL GE
BeAtimon ekTiUNoNS TG GEIGKNG EMKIVOLVOTNTOG,.

e avtifeon pe ™ pebodoroyia g Ievikevpévng avtiotpoeng (GIT), n onola amortel éva
EMOPKEG OElYUO GEIGUIKAOV KOTAYPAPDOV GE OAPOPOLS GEIGHOVS KOl OTOOHOVS, VTAPYOoLV
nebodoroyieg mov emdLOKOLY TNV ekTiuMon Tov Tapdyovta SAF 1/kat tng Xpovikng Zuvaptnong
¢ Zewopkng IInyng (Source Time Function: STF), evog cewopod oe pia 0éom, eite péow
aplOUNTIKOV EPYOAEIOV TPOCOUOIDCEMV 1 EUTEIPIKDOV TEYVIKOV, YOPIc TN xpnon HeydAov
detypotog koataypapav. [a mapddetypa, pio evpEm ¥PNOLOTOIOVUEVT] EUTEIPIKT HEBOSOC TG
extipmong tov mapdyovta SAF, etvar ) teyvikn tov pacpatikod Adyov (Standard Spectral Ratio:
SSR) (Borcherdt, 1970), Bacicuévn oto AOYo TV @acpotik®v mhatdv Fourier celopkdv
Kataypoe®v e pio B€om perétng (target site) Kot o€ pia yerrovikn 0éom “Ppdyov”, yopic evicyvon
(reference rock site). O KOplog meplopiopds avtig g pebBodoroyiag eivar 1 dobeciudTTO EVOG
otafuol avapopds oyxetikd kovid otn 0éon pelétng. v Awatpi] ovt) mopovctdleTon Ko
a&oroyeiton pia texvikn extipnong tov mapdyovro SAF e pia 0éon perétng, oe oyéon pe Evov
OTOLOKPVGHEVO GTAOUO avaPOopas, HEGH NG AvATTLENG £vOG VEOL aAyopifuov. O akydpBuog
avtog Paciletal GTOV LIOAOYIGHO TNG EAGYIOTNG PAGNG TG XPOVIKTG ZVVAPTNONG TS ZEICUIKNG
myNg (minimum phase Source Time Function: mpSTF), ce 000 0éceic (Béom pelémng ko
avaQopdg), YPNOYLOTOIOVTAS T HEBOSO PUGOTIKNG TOPOYOVTOTOINCNG TV KUUATMV 0VPAS [iog
oeloukng Kotaypagng (Spectral Factorization of Coda waves: SFC), ) omoia mpotdOnke amd toug
Sébe et al., (2005, 2018). H vrmoloyisuévn mpSTF Bewpeitoan og n cvuvéMEn peta&d g STF tov
oelopob kot Tov SAF ot 0éom peréng, ko kotd cvvénela o Adyog petacy tov mpSTFs mov
vroAoyiCovtan og pio B€omn PEAETNG KOl GE £VOV OMOUOKPLGUEVO 6TaBUo avapopds Oa tpémel va
oonyetl otnv extiunon tov SAF omyv ekdotote Béon pelétng. Avt n extipnon emPePaidveton
otV mopovca epyacia. Yo v npovmddeon tg kowng STF petald tov eetaldpevav Bécewmv,
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OAAG KO TOV KOWVOL TTOPAYoVTa dCTOPAS TV KUUAT®V 0upas, o Adyog petaéd tov FAS tov
mpSTFs otig Béae1g peréng Ko ovapopds, Lmopel vo TpoceyyiGEL IKOVOTOINTIKA TOV ToPAyovVTa
SAF, tovAdyiotov Otav 1 omdctacn petatd tov dvo otabumv eivar ~60 km, eved mapéyet
IKOVOTIOMTIKGL OTOTEAECHOTA Y10, LEYOADTEPEG amootdoels. H teyvikn avtn epappootnke oe 24
0éoeig otabumv o Avtiky EALGSa, ot omoiot ypnoiponombnkay Kot 6TV EQOpPLOYR TOV VEOL
alyopiBuov GIT, kabng kot oe 18 0éceig otabumv ot Notoavatohkn I'odria, o oxéon pe 4
Kot 3 oTaBpovg avapopag avticTolya, ot omoiotl fpickovtal 6€ 0mooTdoels and Tic BEoelg HeAEnG,
mwov Kvpoaivovton and 0.4 km péypt 110 km. ITepiocotepeg and 700 STFs vroroyiotnkav yio 89
oelopovs (3.9 <M < 5.1) ot Avtikny EAAGoa, eved 144 STFs vmoloyiotnkayv yio 58 celGpovg o
Notwoavatolkn Todrio (3.2 <M <5.2). Tehkd, o péoeg Tuég tov SAFs, vmoloyiomnkav kot
ovykpinkav pe ekeiveg mov mpocdlopiotnKay and v epappoyn toco tov GIT, 660 kot g
teyvikng SSR, 6mov avtd Ntov dvvatdv, VITOdEKVOOVTAS TNV OE0TIGTION TOV TPOTEVOUEVOL
alyopiBuov G6ToV VTOAOYIGHO TNG EMOPAONG TOV TOMK®OV £30PIKAOV cuvONK®OV(SAF) o1
GEICUIKT) Kivnom.
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1 GENERAL INTRODUCTION

Earth is usually called as a “living” planet, not only because of the organic processes directly
related to life but also due to those ones related to its geologically active “character” and expressed
by plethora of natural phenomena. Large earthquakes is one of them caused by Earth’s crust
activity and their impacts have been related, many times, to what is generally called natural
disasters. It’s worth noting that between 1998-2017, nearly 750 thousand human losses were
globally recorded (https://www.who.int/health-topics/earthquakes) and more than 125 million
people were affected by earthquake consequences. Structural damages which are directly related
to the earthquakes, and the indirect effects of the large events (e.g. landslides, tsunamis, soil
liquefactions, or even other secondary effects like fires and floods), constitute the main reasons of
human losses and costly damages. Reduction of devastating earthquake impacts constitutes a

challenge that has to be achieved in parallel to the prevailing daily needs of human living. Towards
this direction, understanding of seismic hazard in a region of interest, in combination with the
vulnerability of structures, may provide realistic seismic risk assessment, leading to the rationale
decisions towards earthquake impact mitigation.

In seismic hazard analysis, quantification of ground motion intensity measure at a specific
site can be expressed either in a probabilistic and/or deterministic way. The first one is expressed
by the quantification of the probability that a specified level of ground motion intensity will be
exceeded at least once at the site during a specified exposure time, while the latter is controlled by
ground motion simulation analysis at the specific site, based on several scenarios (among others;
Kijko, 2011). Regarding the deterministic seismic hazard assessment, ground motion simulation
analysis is directly expressed as a function of three basic factors, i.e. the seismic source, wave
attenuation due to the propagation path properties and site specific amplification due to the
particular surface geological conditions (the so-called site effects) (e.g. Figure 1).

Earthquake
Record il
U Y 4" h\\.bf'WW-A»vM—V{_f_
Receiver S-waves

A

SOF&\\(? _ —  Path 1‘ CRUST

Figure 1. An unscaled sketch of the generation process of an earthquake, with seismic waves coming from
the source (fault), attenuated by the propagation path (geometrical spreading and intrinsic-anelastic
properties of the crust) and affected (e.g. amplified) by the surface site-specific geological conditions (e.g.
a sedimentary basin).
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The main object of this study focuses on further understanding of these three factors that
control the seismic motion, as well as on their interpretation. The main goal of this thesis is the
modification and the improvement in analysis of two methodologies which use specific parts of
earthquake records as data, aiming at detailed investigation of these three fundamental factors.
This goal is pursued to be achieved through the development of two algorithms, corresponding to
the two methodologies. By the application of these algorithms to real datasets, validation of their
implementation as well of their reliability is pursued. The two methodologies refer to the
Generalized Inversion of the S-wave seismic motion (the most energetic part of an earthquake
record), in frequency domain, and to the Spectral Factorization analysis of coda waves (the waves
that arrive late in time, after the S and surface waves) both in frequency and time domain.

During the last years, an important effort towards the direction of deeper comprehension of
the three fundamental factors (seismic source, attenuation path, site effects) affecting seismic
ground motion is emerging. The properties and characteristics of these factors are theoretically
and experimentally investigated. A better understanding of them can directly or indirectly
contribute to many topics of seismology, improving ground motion models and reducing epistemic
uncertainties. In order to estimate these factors, several methods have been developed. Some of
these methods independently investigate each factor, while others simultaneously, taking into
account the existing trade-off between them. For example, two widely studied and used techniques
to estimate site predominant frequencies which present intense spectral amplification and at some
cases are capable of estimating even the absolute site spectral amplification are: (i) the Horizontal-
to-Vertical Spectral Ratio (HVSR) based either on ambient noise (Nakamura, 1989) or on body
S-waves (Lermo and Chavez-Garcia, 1993) and (i) the Standard Spectral Ratio (SSR) applied
also on body S-waves (Borcherdt, 1970) or/and indirectly on ambient noise (among others:
Kagami et al., 1982; Milana et al., 1996; Perron et al., 2018a). Other methods investigate mainly
the seismic Source Time Function (STF) using P or S body waves, based on deconvolution of
empirical Green’s functions (e.g. Hartzell, 1978; Mueller, 1985; Hough et al., 1991), controlled
by a deterministic attenuation path model. The above methods are some examples where the
factors affecting seismic motion are individually studied.

In contrast to these methods, in recent years, the Generalized Inversion Technique (GIT),
constitutes a tool in seismology aiming at a simultaneous, full, or partial computation of the seismic
source, the S-wave attenuation due to anelastic properties and geometry of the path and the Site
Amplification Factor (SAF(f)). GIT introduced and firstly applied by Andrews, (1986), Iwata and
Irikura, (1988) and Castro et al., (1990), is based on the idea of spectral decomposition of the
Fourier Amplitude Spectra (FAS) retrieved from several earthquake records, into the three above
fundamental factors. In fact, GIT aims at solving a system of equations, to retrieve these three
factors, by inverting the FAS of earthquake records (the data), having as a precondition the
existence of common seismic sources, recording sites and ray path area of the recordings used.
However, the solution of a system of equations like this, is not simple since it is considered as a
non-linear system, where the equations which are to be solved, cannot be directly written as a
linear combination of the unknown variables, expressed by matrices. For this reason, the two
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following approaches of GIT applications, the non-parametric and the parametric one, as well as
a semi-parametric approach, have been introduced, aiming at the solution of this system of
equations.

The three GIT approaches, mentioned above, study the SAF(f) for each distinct examined
frequency, in a non-parametric form, since SAF(f) is not controlled by a certain function, but
affected by various factors (e.g. S-wave velocity, medium density distribution, geometry of surface
geological formations, etc.). The non-parametric GIT approach aims at inverting for the source
and attenuation path factor, without adopting any specific theoretical or empirical function. This
strategy is based on reference conditions regarding the shortest epicentral distance of the
earthquake records used, or/and the reference considered station(s). Several GIT algorithms based
on this strategy have been developed and widely used during the past years (among others:
Edwards et al., 2008; Oth et al., 2009; Bindi et al., 2009; Klin et al., 2018; Ortiz-Alemdn et al.,
2017; Davatgari et al., 2021, for the United Kingdom, Romania, central Italy, northeast Italy,
central Mexico and northern Iran, respectively). Semi-parametric GIT algorithm has been applied
by Nakano et al., (2015) for Japan, and is similar to the non-parametric one with the exception
that the attenuation path factor is parametrically studied based on a specific function. On the
contrary, parametric GIT is initially controlled by theoretical functions for the seismic source and
attenuation path factors without the use of reference conditions, since initial reasonable empirical
values for the investigated parameters, are used. In this approach, inversion is implemented in one
step, based on non-linear least squares iterative inversion algorithms (e.g. Levenberg-Marquard,
Gauss-Newton method, among others: Mandal and Dutta, 2011; Drouet et al., 2008a,
respectively).

Parametric GIT, which is the one GIT approach used in this study, is based on the appropriate
mathematical process of Gauss-Newton iterative inversion algorithm, analytically described in
Tarantola, (2004). This inversion technique uses an initial parameter model and its a priori
covariance values in order to converge to a reasonable solution of the non-linear system of
equations. This solution satisfies at the same time the lowest misfit between real and computed by
the inverted model, data, and between the initial and the inverted model parameters, taking into
account their a priori covariance values. Drouet et al., (2008a), first developed and applied a
parametric GIT algorithm based on a Gauss-Newton inversion method, in order to estimate SAF(f)
factors for the French accelerometric network stations. At the same time, they determined an
average attenuation model (geometric and intrinsic-anelastic terms) for the examined area, as well
as the moment magnitudes and corner frequencies of the earthquakes used. Following this study,
a series of applications of the parametric GIT, have taken place during recent years, for various
datasets at several regions worldwide. Drouet et al., (2008b) for the Lefkas island (Greece),
Drouet et al., (2010) for three different areas in the broader France area (Rhine Graben, Alps and
Pyrenees), Drouet et al., (2011) for local earthquakes recorded at French West Indies and Drouet
and Assumpcgdo, (2013), for records selected from stations located in eastern Brazil, are four
representative studies where parametric GIT algorithm was successfully applied. Grendas et al.,
(2018) applied this method for a large dataset of seismic recordings in Greece, with moderate to
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large magnitude earthquakes, obtaining results in satisfactory agreement with the corresponding
ones based on different methods. The above studies confirm that this method constitutes an
effective seismological “tool” in order to estimate the main factors controlling earthquake ground
motion. However, the improvement of the GIT, towards reduction of uncertainties and of
“extreme” computed parameters diverging from reasonable ones, still remains an issue to be solved
and is examined and discussed in the present thesis.

For this reason and based on the GIT algorithm introduced by Drouet et al., (2008a), the
study of a more detailed attenuation model was considered in this thesis as a reasonable step,
toward improving this algorithm. This improvement is going to be defended by the reduction of
the misfit between real and computed from the inverted model data, as well as by better estimating
the three factors that control the seismic motion. A new GIT algorithm was developed for the sake
of this thesis, referring to a more detailed attenuation model based on two different approaches.
The first one corresponds to the inversion of data for a distance dependent geometrical spreading
factor at specific pre-defined distance-ranges, instead of a single one for the entire region. The
second one refers to the simultaneous inversion of a regional dependent quality factor, Q(f),
following the concept of a pseudo 2-D tomography, based on the division of the examined region
in subareas (‘“cells”) and on their investigation, pursuing to detect the lateral variabilities of O(f).
The achievement of the computation of a desirable lower possible misfit between the real and
synthetic from the inversion data in a case study, encourages the more reliable “generation” of S-
wave FAS of a potential higher magnitude future earthquake, at the examined sites, in forward
stochastic modeling, based on the computed path and site parameters. In other words, the better
understanding of the factors affecting the seismic motion in an examined region, can lead to an
essential contribution to ground motion simulation and consequently to deterministic Seismic
Hazard assessment.

Regarding the site effect (SAF(f)) assessment, which is considered as a main factor that can
significantly affect the expected seismic motion at a site, several efforts have been made towards
this direction. Some of them imply theoretical studies (e.g. Kennett and Kerry, 1979; Bard and
Gariel, 1986), which however require site specific information about the geological structure (e.g.
1D, 2D, or 3D shear wave velocity structure, geometry of the examined basin, density distribution,
etc.). Alternatively, various empirical techniques have been developed to estimate the SAF based
on actual earthquake records.

One of the most commonly used SAF(f) estimation techniques is the so-called Standard
Spectral Ratio (SSR) (Borcherdt, 1970). This technique provides the SAF(f) of a target site by
dividing the Fourier Amplitude Spectrum of an earthquake S-wave record of this site by the
corresponding one at a nearby rock site. The latter is the so-called “reference” and is considered
as an amplification “free” site. The valid implementation of this technique is based on the
following three fundamental conditions.

The first one is related to the assumption of a “free” of amplification surface reference (rock)
site. This assumption is used when the nearby surface rock site exhibits Vs3o higher than ~760 m/s,
so as to consider that its physical properties (e.g. shear wave velocity, density, etc) and
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consequently its seismic behavior remains similar to the one in bedrock (below the target site),
which is more likely to be considered as absolute “free” of amplification (Vs3o>~3000 m/s).
However, although this assumption has been widely used in recent years at several SSR application
studies, Steidl et al., (1996) trying to define “what is a reference site”, have outlined the potentially
non absolute reference behavior of the surface rock sites. This behavior seems to be related to the
near-surface weathering and fractured nature of the outcrop bedrock that causes decrease of shear-
wave velocity. This is presented as spectral amplification of its response by a factor of 2-4, mainly
for frequencies above 2 to 5 Hz, diverging from their expected flat response behavior. The same
observation has been obtained by Cadet et al., (2012) by examining the SSR technique between
borehole bedrock and surface outcrop sites, at several locations in Japan, after taking into account
the up and down-going waves, affecting the borehole site. Cadet et al., (2012) proposed a simple
SAF correction for the surface rock site, with respect to the pure bedrock site, which however
requires, among others, the S-wave velocity profile, down to the depth of the bedrock. Based on
the above and taking into account that it is not always feasible to use a station installed on the
absolute reference bedrock site, for the SSR application, or to know the bedrock depth and the S-
wave velocity profile, the surface bedrock outcrop site, should be cautiously used as reference one.

The second condition of the valid SSR application refers to the use of two recordings at the
examined sites, corresponding to the same earthquake, so as to satisfy the common seismic source
factor, allowing thus its elimination at the Spectral Ratio computation. The third one refers to the
reasonable assumption of the common propagation path of the seismic waves, which arrive at the
target and the reference site, from the same source, allowing its elimination as well. The proper
application of the SSR technique depends on the aforementioned conditions and constraints.

Except for the GIT progress, the second goal of this study is to assess the performance of a
new SAF estimation technique, following the SSR application rationale (Borcherdt, 1970) which
is based on the three conditions mentioned above, but allowing the use of a distant reference
station. By this way the adjacent stations requirement of the SSR technique can be overcome. This
technique requires a more sophisticated processing, based on the spectral factorization method of
coda waves (SFC), proposed by Sébe et al., (2018), to recover the Source Time Function (STF) of
the examined earthquake. The coda waves are the late in arrival time, low-energy part of a seismic
record which are also affected by site effects. The STF recovered at a given site based on the SFC
method is theoretically the “apparent STF” resulting from the convolution of the real STF and the
SAF, in time domain. The latter is investigated for its validity in this study. The comparison of the
Fourier Amplitude Spectra (FAS) computed from the “apparent STF” of the same earthquake
retrieved at two different sites could thus theoretically reveal their relative amplification. In case
that one of the two sites, is a reference one, as in SSR technique, then the SAF of the other, “target”
site could be estimated from the ratios of the FAS of the “apparent STF”.

The STF estimation methodology developed by Sébe et al., (2018), can be implemented as
a single-record analysis, which is a significant advantage of its application and also for the
application of the SAF estimation technique proposed here, in contrast to the GIT idea which
requires an adequate amount of data. Briefly, the SFC analysis is applied on the coda signal for
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which the frequency dependent attenuation factor can be determined as firstly introduced by
Aki, (1969). This factor configures the exponential decrease of the energy arriving late in time at
a site from the seismic source, after seismic waves undergo propagation reflections-refractions-
diffractions at the crust scatterers (faults, folds, Vs discontinuities, etc), similar to the “echo”
phenomenon (e.g. Figure 2). Thereafter, this factor may then be removed from the coda wave
record in time domain, as proposed by Margrave, (1998) and Margrave et al., (2011), leading to
a stationary waveform. This waveform is characterized by the two following facts: (a) Although it
is corrected for the frequency dependent attenuation factor, it is still scaled by a constant
(frequency independent) scaling factor directly controlled by the average shear wave velocity of
the propagation path and by the mean free path factor (Sato, 1978) which control the coda
excitation factor. (b) This stationary waveform theoretically consists of multiple echoes of the
same STF wavelet, arriving late in time after the direct S-waves(A4ki, 1969; Aki and Chouet, 1975;
Sato, 1977). Based on these two facts, Sébe et al., (2018) utilized the “stationarized” signal of the
corrected coda waveform, to retrieve the STF spectrum according to Wiener-Khinchin theorem
and taking its minimum phase wavelet through the spectral factorization method.

Earthquake
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Figure 2. An unscaled sketch of the generation process of the coda waves, based on the single scattering
model, as waves arriving at the receiver after reflections-refractions-diffractions in the crust scatterers
(following the corresponding sketch of Lacombe et al., (2003).

The above approach was firstly used by Sébe et al., (2005), to retrieve the STF characteristics
of the fatal Kursk submarine explosion, occurred in 12/8/2000. That study allowed to recover a
rather complex, high-frequency STF, including an initial explosion, a consecutive bubble pulse,
and their reflections at the sea surface. Later, Sébe et al., (2018) analytically applied the SFC
method to a moderate magnitude earthquake, trying to detect the STF characteristics. Moreover,
Sébe et al., (2014) in their STF estimation experimental study, for three earthquakes in the Eastern
France, outlined the possibility to detect the existence of site effect, into the “apparent STF” FAS,
obtained separately for each record at each component. This observation comes from the
Horizontal to Vertical Spectral Ratio (HVSR) computation of the “apparent STF” FAS.
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The SAF estimation technique proposed here is based on the same approach as in
Sébe et al., (2018), i.e. the comparison of the “apparent STF” wavelets retrieved at two distant
sites (target and reference) based on seismic coda wave records. This comparison may lead to the
SAF estimation at the target site under the following three fundamental conditions:

(1) Use of the same earthquake records at the pair of examined stations (reference and target
site), like in SSR technique (Borcherdt, 1970), without the restrictive requirement of a nearby
reference station.

(2) An isotropic Source Radiation pattern must be considered, so that the FAS shape of the
computed STF, is unique and the proposed spectral comparison is valid. This can be reasonably
considered as true for relatively low magnitude earthquakes (M < 5.0) without prominent rupture
directivity, for which the STF can be considered as a simple pulse wavelet. Moreover, scattered
waves in the coda, allow to smooth out the azimuthal dependence linked to radiation pattern and
focal mechanism.

(3) A similar scaling can be assumed for the stationary coda waveforms at reference and
target sites (i.e. similar average shear wave velocity v, along the propagation path, and similar
scattering properties characterized by the mean free path, /, (Sato, 1978)). The latter condition
must be considered in case where the values of v, and / are unknown, so that to be eliminated as
common parameters in the spectral ratio. Understanding the validity of this last condition
constitutes one the main objective of the present study.

The study area is examined both by the GIT and the SFC methods in order to retrieve
information on Site Amplification Factors, at the examined sites, as well as on attenuation and
seismic source factors, is western Greece region, including the Ionian islands, Cephalonia, Lefkas,
Zakynthos and Ithaca (Figure 3). This area and especially the one including the lonian islands, is
one of the most seismically active regions in Europe, characterized by the quite high seismic
parameter, b =0.9-1.1, of the frequency-magnitude relation (Gutenberg and Richter, 1944),
which has been detected during the past years for the broader area of Greece (among others;
Hatzidimitriou et al., 1985; Papazachos, 1990; Stavrakakis and Drakopoulos, 1995; Papazachos
and Kiratzi, 1996; Papazachos, 1999; Papaioannou and Papazachos, 2000; Vamvakaris et al.,
2016a). Except for the large number of low magnitude earthquakes occurred during the past years,
plethora of moderate to large magnitude earthquakes have been also occurred in this region (based
on the catalogues of Papazachos et al., 2000; Burton et al., 2004 and Makropoulos et al., 2012).
These earthquakes are related to the tectonic processes of the wider active boundary between
Africa and Eurasia tectonic plates (Papazachos et al., 1998; Sachpazi et al., 2000) (Figure 3).
The collision of these two major tectonic plates lead to the three following tectonically active
regimes which dominate this area: (i) the Cephalonia Transform Fault zone (“CTF”) (Scordilis et
al., 1985) and its northern extension to Lefkas island (Louvari et al., 1999; Svigkas et al., 2019),
(1) the reverse fault zone, mainly controlled by horizontal compressional strains (Hatzfeld et al.,
1995; Papazachos et al., 1999; Tselentis et al., 2006) and which is related to the upper part of the
S-W Hellenic Arc (“HA”) subduction and to its northern Transition to the continental collision
tectonic regime (“CC”) (Papazachos et al., 1999; Pérouse et al., 2017) and (iii) the normal faults
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zone of the Gulf of Patras (among others: Melis et al., 1989), which belong to the wider back-arc
extension zone (Flerit et al., 2004; Papanikolaou and Royden, 2007) (Figure 3).

The seismicity potential of the wider western Greece region is quite high as has been
estimated during the past years by plethora of studies (among others Makropoulos and
Burton, 1985; Papazachos et al., 1993; Papazachos, 1999) and is characterized by the highest
seismic hazard level zone (Zone I11, a,=0.36g) in Greece (EAK, 2003). Most recent studies (among
others: Koutrakis et al., 2002; Burton et al., 2003; Danciu et al., 2007; Tselentis et al., 2010;
Vamvakaris et al., 2016b), confirmed this quite high seismicity potential of western Greece and
Ionian islands, through the generation of seismic hazard maps based on probabilistic and
deterministic approaches, in terms of Peak Ground Accelerations (PGA), Peak Ground Velocities
(PGV), macro-seismic intensities, strong motion duration, energy release, etc. Papoulia et al.,
(2014), outlined this high seismicity regime and tectonic activity based on seismotectonic data, on
microseismicity and on several large magnitude earthquakes occurred before 2008.
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Figure 3. The seismicity (earthquake epicenters) of the western Greece, for the last ~21 years
(01/01/2000 - 15/7/2021). Cephalonia Transform Fault zone (“CTF”) and part of the Hellenic Arc (“HA”)
and of the Continental Collision (CC), are also depicted. (The right figure grossly displays the broader
tectonic regime of the neighboring region). The borders of the active tectonic regime in both Figures are
based on Papazachos et al., (1998) and on Pérouse et al., (2017).
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Characteristic of the high seismicity potential in this area (~200 x 200 km) is the occurrence
of 6 earthquakes with moment magnitudes, M,, > 6.0 and of their seismic sequences, within a time
period of 16 years (2003-2018). Two of these earthquakes (M,, = 6.0 and 6.1, of 26/01/2014 and
03/02/2014, respectively) took place in Cephalonia island (Sokos et al., 2015; Theodoulidis et al.,
2016) and related to the dextral strike-slip activity of the “CTF” zone (Figure 3) and two (M,, = 6.2
and 6.4, of 14/08/2003 and 17/11/2015, respectively) to its extension in western Lefkas island
(Benetatos et al., 2005; Lekkas et al., 2018; Sokos et al., 2016). The highest magnitude earthquake
of this period (M, = 6.8, of 28/10/2018) occurred near the subducting slab of the N-W Hellenic
Arc (HA), 30 km S-W of Zakynthos island (Sokos et al., 2020), while an event of M, =6.5
(08/06/2008) (Margaris et al., 2010), occurred in N-W Peloponnese (S-W of Patras), at the Achaia
dextral strike-slip Fault zone (Kiratzi, 2014), due to the upper-plate slip partitioning related to the
end of the Hellenic Arc and to the N-S crustal extension dominated in Gulf of Corinth (Ganas et
al., 2009; Kassaras et al., 2016). Beside the 6 aforementioned earthquakes with M,, > 6.0, the most
recent, high magnitude earthquake (M,, = 5.8, 21/03/2020), occurred in western Greece mainland
(N of Lefkas island) due to a thrust fault activity (Svigkas et al., 2021). From the aforementioned,
it becomes clear, that the broader western Greece area constitutes a natural “laboratory”, whose
data can be used in appropriately developed methodologies, like the GIT or/and SFC to reveal
significant information of source, attenuation and site effects properties. In addition, they can be
used to validate new techniques that could be applied accordingly in other areas of lower
seismicity.

Except for the western Greece area, earthquake data corresponding to the broader
southwestern France area (Figure 4) are also examined by the SFC method in this thesis. This area
includes the Rhine Graben, the French Alps, as well as the eastern part of Massif Central. Some
of the strongest earthquakes in France occurred at the first two regions, which are characterized by
low to moderate seismicity (Duverger et al., 2021). The largest earthquake of the past 20 years
had moment magnitudes lower than 5.0 (Figure 4, left), as provided by the Bureau Seismological
Center of France, BCSF, https://www.franceseisme.fr/ and the following four earthquakes had
moment magnitude greater than 4.0: (i) The Le Teil earthquake occurred in Rhine Graben
(November 11, 2019) with M,, = 4.8, (i1) the Barcelonette earthquake occurred on the western Alps
region close to the France-Italy borders (April, 7, 2014) with M,, = 4.8 (iii) the one occurred close
to the France-Switzerland borders (September, 8, 2005) with M,, = 4.7 and (iv) the one occurred
into the sea close to the southeastern France coasts (February, 25, 2001), with M,, =4.7.

However, larger magnitude earthquakes (M, > 5.0), have also occurred in the broader
southeastern France, as the 1909 Provence earthquake (Figure 4, right, blue circle) occurred on
June 11 in Provence with M, =6.2 (Baroux et al., 2003) and which is the largest recorded
earthquake in metropolitan France area. Except for this earthquake and albeit this area belongs to
the western European intraplate domain, which behaves as a rigid block characterized by low
internal deformation rate (Nocquet and Calais, 2004), a low, but non negligible number of
earthquakes with moment magnitudes greater than 5.8 occurred into or very close to it during the
past 500 years. Based on the French seismic catalogue of Manchuel et al., (2018), four earthquakes
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(in 1664-M, ~ 6.1, in 1831-M,,~ 5.8, in 1854-M,, ~ 5.9 and in 1887- M,, ~ 6.7) occurred at the
southern Alps, close to the France-Italy borders and two (in 1524- M,, ~ 5.9 and in 1584- M,, ~ 5.8)
occurred on the northwestern Alps close to France-Switzerland borders (Figure 4, right, red
circles). The above-mentioned earthquakes indicate the potential seismic activity of this region,
albeit it is considered as a low to moderate seismicity region.

+ 2.0 <ML<30
e 3.0 <ML<4.0
e 4.0 SMLS 5.0

Figure 4. The seismicity (earthquake epicenters) of the southeastern France, for the last ~21 years
(01/01/2000 - 31/12/2021) (Bureau Central Sismologique Francais, BCSF, https://www.franceseisme.ft/).
With red dashed lines at the left figure, the borders of the Massif Central, the Rhine Graben and the French
Alps regions are depicted. In the right figure with red circles, the epicenters of the 6 earthquakes with
M,, > 5.8, are depicted, while in blue circle the 1909 Provence earthquake, M,, = 6.2, is shown. The right
figure grossly displays the broader tectonic regime of the neighboring region based on Billi et al., (2011)
and Le Breton et al., (2017).

The present study is divided into the two following research parts: (i) the development of the
new GIT algorithm and (ii) the introduction of a new SAF estimation technique, based on a new
SFC algorithm as well.

The actual data used for the GIT and SFC algorithm applications are presented in ch. 2,
referring to: (i) the S-waves part, of the earthquake records corresponding to western Greece and
used by GIT (i1) the coda wave part, selected from the corresponding earthquake record dataset of
western Greece, used by SFC (iii) the coda wave records of earthquake located in southeastern
France, used by SFC (iv) the coda wave records of the four low to-to-high magnitude earthquakes,
separately examined for their STFs by the SFC algorithm.
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Regarding the GIT algorithm, details of its theoretical background are referred in ch. 3.
Moreover, validation of the algorithm is attempted to be achieved through its application to
synthetic data provided in chapter 3 as well, aiming at understanding the operational potential of
the algorithm. Its validation is also investigated by examining a real dataset, which has been
inverted by an independent study, using a previously developed GIT algorithm, which constitutes
the basis of the new one. A comparison between them is carried out, anticipating to observe data
misfit reduction, improvement of the model parameters based on other methodologies,
“correction” of extreme “outlier” results that cannot be satisfied by the previous GIT algorithm
and a more detailed attenuation model. Finally, the GIT algorithm is applied to a new created
dataset, corresponding to earthquake records in western Greece, extracting information about the
examined seismic sources, for the attenuation factors dominating this region and estimating SAFs
of 24 specific accelerometer station sites.

In ch. 4, details of the new SAF estimation technique, based on a distant reference station,
are provided and the new SFC algorithm which constitutes the tool to achieve this SAF estimation
is analytically presented in 9 steps. Thereafter, two applications of the SAF estimation technique
to western Greece and southeastern France data, are separately presented, following three
successive steps for each case: The first step is the estimation of the “apparent STFs” of several
earthquakes recorded at selected sites of the examined area, based on the SFC algorithm. The
second step is to determine the SAFs by comparing the FAS of the “apparent STFs” retrieved for
each earthquake-site pair, by considering four references “rock” sites located some tens of
kilometers away from each other. The stability of the computed SAFs at each target site based on
all the examined earthquakes, in relation to each examined reference site, is the main goal in order
to support the applicability potential and the reliability of the proposed technique. The third,
necessary step is to perform a statistical check, on the agreement between the average SAFs for
each target site separately, by using the four different reference sites. Finally, the reliability and
the practical applicability of the proposed SAF estimation technique, is investigated by comparing
the estimated SAFs with those based on already well-established techniques, i.e. classical SSR
method where possible, Generalized Inversion Technique, and HVSR. At the end of ch. 4, an
application of SFC algorithm is carried out for four low-to-high magnitude earthquakes, for which
their STFs are known based on applications of independent methodologies. A comparison between
the known STFs and those estimated by the SFC, after removing the SAF, is attempted.
Observations about the seismic moment, source duration and source directivity effects estimation,
as well as about the validity of the minimum phase scenario used in STF computation, are
examined and discussed.

Finally, in ch. 5, conclusions of the two main research parts of this Thesis (ch. 3 and ch. 4)
are presented and discussed, while the perspectives on several aspects of this research are provided.
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2 DATA USED

The data used in this study consist of four groups that are separately used in the four main
applications analyzed in this thesis. The first group of data is used in the application of the
Generalized Inversion Technique (GIT) (ch. 3), while the rest three are used in the Spectral
Factorization of Coda waves (SFC) application (ch. 4). For this reason, in the following four
sections each group of data is described.

2.1 First Group of Data (S-waves, western Greece)

Regarding the Generalized Inversion Technique (GIT), the reliable part of the Fourier
Amplitude Spectra (FAS) of the S-waves of several earthquake records is used as input data, and
is explained below analytically.

2593 seismic records (three-components), corresponding to 180 earthquakes (M; =3.0-5.4),
occurred in broader western Greece (including lonian islands: Cephalonia, Zakynthos, Lefkas,
Ithaca, Figure 5), during the period: 13/08/2015 — 26/11/2019, (details are given in Appendix B,
based on the catalogue of the Seismological Station of Aristotle University of Thessaloniki,
http://geophysics.geo.auth.gr/ss/), were selected. Here it’s worth noting that the study area is
considered as a high seismicity one (among others; Papazachos and Papazachou, 1997; Burton
etal., 2004).

The 2593 records were obtained from 24 stations (Figure 5) installed in western Greece
(Appendix C). Six of them are broadband accelerometric stations and belong to the ARGONET
(ARGOstoli NETwork) vertical array (Theodoulidis et al., 2018). These stations are equipped
with a 24-bit digitizer (Centaurs) and force balance Episensor (Kinemetrics) accelerometers (DC-
200 Hz). One of them, CKO, is installed on a surface soft-soil site, while the other four are installed
at the same location but inside boreholes of 6 m, 15 m, 40 m and 83 m depth. The 6™ station
(CKWP) is installed ~400 m away from the 5 borehole stations, on a surface rock site (limestone).
The rest 18 stations which belong to ITSAK (Institute of Engineering Seismology and Earthquake

Engineering, http://www.itsak.gr/en) accelerometric network, consist of 24-bit digitizers and
Guralp-CMG-5TDE broadband accelerometers (0.05-100 Hz) and they have been installed during
the period 2012 and 2014.

The data used in GIT, consist of displacement FAS derived from the S-wave windows
acceleration FAS of the selected seismic records, after dividing them by ®? (o = 2xf, the angular
frequency). The horizontal components FAS and the corresponding vertical ones (2593 FAS
number at each component) were separately inverted, for the same S-wave window which is
determined as follows.

First, the entire accelerogram is band-pass filtered (Butterworth filter, 2" order) in the
frequency range: 0.05 Hz to 50 Hz. Thereafter, the direct body S-wave windows of each
earthquake record component (E-W, N-S and Vertical), were selected starting from the S-arrival,
ts (manually picked), with duration, Ts_,, 4 (in sec) given by the following formula (Kishida et
al., 2016):
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Ts_yw@ve = Tsource + 0-1'Rhyp [1]

Rpyp (in km) is the hypocentral distance, (Ryy, = [Rep>+d”]"?, R,y the epicentral distance and d

the depth of the earthquake), while Tgyypce 1S the seismic source duration (Tgyyrce = 1/f;). The
corner frequency, f, is estimated based on Brune’s formula (Brune, 1970):

1
AN5-105\3
16-:40-10 > 2]

f. = 0.37-,8-< o

where, Ao (in bar), is the stress drop, M,, is the seismic moment and S is the shear wave velocity
at the source. We adopted an average stress drop value of Ao = 10 bar and an average shear wave
velocity close to the seismic source, f = 3500 m/s. The seismic moment, M, (in N-m) is determined
by Hanks and Kanamori, (1979) equation:

Mo — 101.5MW+9.1 [3]

where, M,,, is the moment magnitude, considering M,,, = M;, for the examined local magnitude
range, M1 = 3.0-5.4 (Scordilis et al., 2016), if also take into account the average +0.2 standard
deviation of M;.

However, following the technique of Standard Spectral Ratios (SSR) (Borcherdt, 1970) as
it was implemented by Grendas et al., (2021c), longer S-wave windows (Ts_,qpe +4 S), Were
selected, without overpassing the coda waves arrival time, z. (here it is considered ¢ = 2-f),
(Figure 6), while, in difference case, they were restricted up to z. time. These windows seem to
better represent the maximum energy of the body S-wave phase, affected by site effects, including
the significant duration (Dobry et al., 1978) of the seismic motion, based on the so-called Arias
intensity (Arias, 1970). Thereupon, an extra second before and after the already chosen S-wave
windows (Ts_yave T4 ), was included and tapered by the half part of a 2 s Parzen window (left
and right part, respectively) as in the example of Figure 6. Finally, a 60 s signal time window was
artificially constructed by a zero-padding process to all the S-wave windows, resulting to the same
number of discrete points in time.

The FAScomp of the finally used S-wave windows, were separately computed for each
component. Then, the smoothed FAS ., by applying the logarithmic weight function of Konno
and Ohmachi (1998) (with b = 50), were calculated for 37 discrete frequencies, equally distributed
in logarithmic scale, between 0.3 Hz and 15.1 Hz. A constraining criterion of the existence of at
least 3 signal cycles, corresponding to the selected S-wave windows (Ts_,,qve + 4 S, Eq. [1]) was
applied to ensure the reliability of each frequency of the FAS .y, as was proposed by Perron et
al. (2018).
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Figure 5. The area of western Greece (same as Figure 3). The epicenters (red circles) of the 180
earthquakes, recorded at the 24 stations (blue triangles), are depicted. The ray paths (2593, grey lines) of
the seismic records, used in this study and the 406 sub-areas (0.1° x 0.1°, blue cells), for which the quality
factors Q(fy), were investigated, are also depicted. The identity number of each sub-area Appendix K)
counts from the upper left corner to the bottom right.

The aforementioned procedure was also applied for the noise time window (Figure 6) of
each component, selected exactly before the P-waves arrival. The corresponding smoothed FAS,,
was also computed for each component. Finally, a criterion of Signal to Noise Ratio (SNR) greater
than 5, was adopted per each frequency, to determine the reliable FAS,,,, of the S-waves. The
“single” horizonal component FAS},,,- of S-waves was computed based on the reliable part of both
horizontal components, FASgy, and FASy;, following Eq. [4]:
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FASp,, = J FASE,, + FASZ [4]

Here, it’s worth noting that the P-waves recorded exactly before the S-wave arrival (Figure
6) can be also considered as “noise” for the S-waves. However, at the SNR criterion of the final
examined S-wave windows, only the pre-event noise record was taken into account, as the totally
independent part on the earthquake motion, following the common applied noise-selection strategy
in GIT studies. By this way, those P-waves arriving at the same time to the examined S-waves,
were considered as a part of the intense earthquake motion, which is mainly controlled by the S-
waves.

The seismic records used for the GIT application in this study, are associated with
hypocentral distances between 12-200 km, covering at least one theoretical wavelength, A
(4= vs/f1) of the lowest reliable frequency limit (f; = 0.3 Hz), considering an average shear wave
velocity of the propagation path, vy =3500 m/s. Finally, a total number of 5186 FAS (2593
horizontal and 2593 vertical) were inverted.

Final Examined S-waves

S-waves

%1073
T L T
5 +1 sec before the S-waves 1 +1 sec after the S-waves
N and sem.i-Tapering ~ | 1 / and semi—Tap*%ring
o IH TN i I ; 1
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=8 Noise Ul T VR It h
1 I
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Figure 6. A seismic record (vertical component) of the 2nd event in Appendix B (M; =3.4), in VSK1
station, at 31 km epicentral distance. With black and red lines, the examined S-wave and Noise records, are
respectively depicted. With orange and blue vertical dashed lines, the S-wave arrival, #; and its ending time,
tend = ts tTs_wavet4 sec (Eq. [1], details into the text), are respectively depicted. The +1 s, semi-tapered
signals before # and after .4, included into the finally used S-wave window are also shown. The coda wave
arrival time, ¢, (purple line) is also depicted.

2.2 Second Group of Data (Coda waves, western Greece)

Regarding the Spectral Factorization method of Coda waves (SFC), the reliable part of all
three component coda waves records of an earthquake can be used as the input data, as analytically
explained below.

The first group of data used for the application and investigation of the SFC method in this
thesis, are based on earthquake recordings retrieved from the aforementioned 24 accelerometer
stations (Figure 7a, and Appendix C), used for the GIT application (Figure 5). The seismic
records (3-components) of the 180 earthquakes used for the GIT data selection (Figure 5), were
investigated for the SFC application. However, after the process of investigating the reliability of
the coda wave selection per component and based on the corresponding part of the SFC algorithm,
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mentioned below (see ch. 4.2.2), 88 earthquakes with M; magnitudes, ranging from 3.9 to 5.4 were
finally used (Appendix B). The seismic records used in SFC method of this dataset, have
hypocentral distances Rp, < 180 km.
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Figure 7. (a) The study area (western Greece-lonian Sea). 739 pairs of earthquakes-station for which coda
wave recordings were used in this study. 88 earthquakes (epicenters: red circles) and 24 accelerometer
stations (blue triangles), are also depicted. (b) The distribution of recordings for each earthquake at each
station id according to Appendix B and Appendix C, respectively.

2.3 Third Group of Data (Coda waves, southeastern France)

This group of data is the second one used for the Spectral Factorization of Coda waves (SFC)
method in this study. The data consist of recordings from 58 earthquakes occurred mainly in the
Alps region (South-eastern France, North-western Italy) (Figure 8), a low to moderate seismicity
area and were recorded by three seismological networks located on South-eastern France. The first
one consists of 12 surface-installed broadband accelerographs (0.05-200 Hz) of the French
seismological network (“RESIF RAP” Traversa et al, (2020), Appendix D). The data
corresponding to this group have been appropriately processed as explained by
Traversa et al., (2020). The second and the third networks refer to 4 free-field broadband (0.05-
200 Hz) seismometers (velocity records), located at the Cadarache Technological Research and
Development Center for Energy (Appendix D).

After the process of investigating the reliability of the coda wave selection per component,
and based on the corresponding part of the SFC algorithm, mentioned below (see ch. 4.2.2), 35
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earthquakes which occurred between August, 2000 and November, 2019, with M; magnitudes
ranging from 3.2 to 5.2 were finally used (Figure 8, Appendix F). From this dataset, in total 148
seismic records were used in the SFC method, with hypocentral distances between 18 km and
220 km (Figure 8).
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Figure 8. (left) The epicenters (red cycles) of the 35 earthquakes (Appendix F), used for the 2" SFC
application recorded at 16 stations (blue triangles, Appendix D), in Southeastern France. With grey lines
the corresponding 148 ray paths, are depicted. (right) The distribution of recordings for each earthquake at
each station id according to (Appendix F and Appendix D), respectively.

2.4 Fourth Group of Data (Four low-to-large magnitude earthquakes)

This group of data is the 3™ examined by the Spectral Factorization Method and it refers to
four earthquakes of higher magnitudes (M,, close to ~4.0, ~5.0, ~6.0 and ~7.0) than the average
magnitude examined in the 2™ and 3™ group of data mentioned above in this chapter. These
earthquakes were chosen to be separately examined due to the fact that their STF was available by
independent studies and they could be compared to the corresponding ones computed here by the
SFC method. These comparisons are provided below, in chapter 4.3.3, attempting to extract
conclusions which express the validity of the minimum phase scenario to higher magnitude
earthquake, where the rupture process can vary and the STF can be complicated, as well as to
assess the effectiveness of the SFC method in extracting information for the rupture directivity.
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More specifically, an earthquake of moment magnitude, M,,= 4.15 (£0.2) (M= 4.5) (Figure
9a), occurred on 26/02/2012 (at 22:37:56 GMT) close to the France-Italy borders (Latitude:
44.496°,  Longitude:  6.664°, Depth: ~7 km, determined by Sismalp network,
https://sismalp.osug.fr), has been examined for its minimum phase STF in this study. Courboulex
et al., (2013) indicate that this earthquake comes from a normal fault of 2 km length, with a rupture
directivity towards SE as presented in Figure 9a. Courboulex et al., (2013) conclude to this
rupture information based on the real earthquake waveforms retrieved by the stations depicted in
Figure 9a with red color. The earthquake records of the following seven stations of Appendix D:
CAO01 21, BSTF_00 HH, IRPV_00 HN, OGDI 00 HH, OGDI OO _HN, MYLF 00 HH and
RUSF 01 HH (Figure 9a), were selected in this study to be examined for the SFC analysis, since
they presented available coda wave records, suitable to be studied, based on the criteria mentioned
at the SFC algorithm development chapter (see ch. 4.2.2), below in this study. Moreover, the
earthquake records of the following four broadband (0.05-200 Hz) accelerographs (same to the
ones mentioned in Appendix D) of the France accelerometric network (RAP): OGMB, OGAG,
ISO and SAOF, (Appendix E) which were not examined in the 3™ group of data (ch. 2.3), were
also chosen to be examined for the following four reasons. Firstly, these stations provided coda
wave records. The second reason refers to the fact that they were the same stations to the ones
examined by Courboulex et al., (2013) at which the apparent STF have been retrieved. The third
reason was that these stations are installed on rock sites with high Vs30 values (>1000 m/s) and
not significant site effects are normally expected (mainly below f < ~8 Hz), while the fourth reason
was that these stations offer a better azimuthal coverage of the earthquake epicenter, with respect

to the obtained coverage (~210°-240°) by the first mentioned seven stations, as it becomes clear in
Figure 9a.

The second, investigated for its STF, earthquake was the one that occurred on 11/11/2019
(at 10:52:45 GMT, Lat: 44.518°, Long: 4.671°, Depth: 1 km, Ritz et al., (2019)), close to the Le
Teil commune, in Southern France. This earthquake, which corresponds to moment magnitude,
M, =4.85 (£0.2), was “generated” by a reverse fault of ~5 km length, with a direction NE-SW
(Causse et al., 2021), as presented in Figure 9b. After 2000 realization fault kinematic tests,
carried out by Causse et al., (2021) using real earthquake records, the rupture model of this
earthquake seems to fit better to a bilateral rupture, depicted in Figure 9b.

The third earthquake is the one of M,, = ~6.05 (£0.2) (M, = 5.8), occurred in western Greece
area, on Cephalonia island, on 26/02/2014 (at 13:55:43 GMT, Lat: 38.1522°, Long: 20.3912°,
Depth: ~15 km, determined by the Seismological Station of Aristotle University of Thessaloniki,
confirmed by the study of Sokos et al., (2015) (Figure 10a). Karakostas et al., (2015) indicate the
fault process of this earthquake as an implication of the Cephalonia Transform Fault zone
(Scordilis et al., (1985), Figure 3), dominated mainly by a dextral strike slip motion and less by a
reverse fault component. Sokos et al., (2015), carrying out a rupture process study of this
earthquake, found that the fault direction lies on NNE-SSW direction, and its plane is steeply
dipping to the East. They indicate the fault length up to ~25 km and the source duration close to
9 s, with a rupture directivity towards NE (Figure 10a). In the present study, the earthquake
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records of the following five stations: PRE2, MSL1, PAT4, KAC1 and ZAK2, used in 2" group
of data (ch. 2.2, Appendix C), were found suitable to be examined, since they include an
appropriate to be analyzed coda wave record, which was not interrupted by the presence of another
local earthquake recording.
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Figure 9. (a) The epicenter (red asterisk) of the M,,= 4.15 earthquake (20120226 223756) examined for
its STF, its focal mechanism and the rupture directivity (red vector) as provided by Courboulex et al.,
(2013). Blue triangles represent the stations used for the SFC analysis in this study, while the red ones the
stations used for the STF computations by Courboulex et al., (2013). (b) The corresponding to (a) map for
the M,, =4.85 (20191111 15245) earthquake. Focal mechanism and rupture directivity (red vector) are
depicted based on Causse et al., (2021).

Finally, the fourth, investigated for its STF in this study, earthquake was the one of
M, =~7.0 (£0.2) (M, = 6.7), occurred on the Northern coast of Samos island (in Eastern Greece)
on 30/10/2020 (at 11:51:25 GMT, Lat: 37.914°, Long: 26.804°, Depth: 13 km, determined by the
Seismological Station of Aristotle University of Thessaloniki and confirmed by the USGS
corresponding study, https://earthquake.usgs.gov, as well as by Lentas et al., (2021)). According
to Lentas et al., (2021), a non-uniform bilateral rupture of ~60 km x 20 km normal fault area of
E-W direction, is suggested from a kinematic rupture inversion analysis. The main rupture
direction has been found towards the West, as depicted in Figure 10b. For the STF analysis in this
study based on the SFC method, the earthquake records of the following four accelerographs:
SGR1, MYT1 SMG1 and NAX1 belonging to the ITSAK network (http://www.itsak.gr/en), were
used together with CHOS and APE seismographs, belonging to the Hellenic Unified Seismic
Network (http://www.gein.noa.gr/en/networks/husn). The coda wave records at these stations
were suitable to be examined under the Signal to Noise ratio criteria analyzed below (see ch. 4.2.2)
at the SFC algorithm development.

32


https://earthquake.usgs.gov/
http://www.itsak.gr/en
http://www.gein.noa.gr/en/networks/husn

The process applied to the seismic records of the above four earthquakes, for the SFC
analysis (see ch. 4.2.2), is the same as the one applied at the 2" and 3™ group of data mentioned
above in this chapter.
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Figure 10. (a) The corresponding to Figure 9a map for the M,, = 6.05 (20140126 _135543) earthquake.
Focal mechanism and rupture directivity (red vector) are depicted based on Seismological Station of AUTh
(http://geophysics.geo.auth.gr/ss/) and on Sokos et al., (2015) study, respectively. The five examined
stations are also depicted (blue tringles). (b) The corresponding to figure (a) map for the M, =7.0
(20201030 _115125) earthquake. Focal mechanism and rupture directivity (red vector) are depicted based
on Seismological Station of AUTh (http://geophysics.geo.auth.gr/ss/) and Lentas et al., (2021) study,
respectively. The six examined stations are also depicted (blue tringles).
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3 DEVELOPMENT, VALIDATION AND APPLICATION OF A
NEW GENERALIZED INVERSION TECHNIQUE (GIT)
ALGORITHM

3.1 Introduction

There are mainly four goals attempted to be achieved in this chapter. The first one refers to
the presentation of the theoretical background of the newly developed parametric GIT algorithm,
in the framework of the present thesis. This algorithm follows the parametric GIT algorithm
developed by Drouet et al., (2008a), but a more detailed attenuation model regarding the
geometrical spreading and the anelastic attenuation factor is considered and studied. This new
approach is achieved as a reasonable step so as to improve the GIT investigated factors (Seismic
Source, Propagation Path and Site Effects), in comparison to the uniform-single attenuation model
(e.g. Figure 11a), adopted by Drouet et al., (2008a). This improvement is expected to lead to the
reduction of the misfit of the real and the computed from the inverted model data, resulting from
the application of both parametric GIT algorithms; that of Drouet et al., (2008a) and the one
developed in this study.

The second goal of this chapter refers to an application of the new GIT algorithm to a suitable
synthetic dataset presented below, in order to validate as well as possible, the correct
computational operation of the algorithm. The synthetic dataset has been created to be as similar
as possible to a simplified actual one.

The third goal of this chapter refers to an effort of practically confirming, to a certain degree,
the improvement of the new algorithm with respect to the previous one by Drouet et al., (2008),
regarding the attenuation model of the examined area. Thus, the dataset inverted by Grendas et
al., (2018), for a uniform attenuation model, based on the GIT algorithm of Drouet et al., (2008a),
was also inverted here by the new algorithm. The results of this comparison are presented below
in this chapter and by this comparison, the applicability of the new algorithm on real data, as well
as its potential improvement are tested and discussed.

Finally, in the framework of this PhD study, the proposed GIT algorithm is implemented,
focusing on a more detailed study in the western Greece region (including the Ionian islands of
Cephalonia, Lefkas, Zakytnhos and Ithaca), which is the area with the highest seismicity in Greece.
This study is based on a new dataset, created in this thesis, including low to moderate magnitude
earthquakes (details into ch. 2.1), trying to assess Seismic Source, Propagation Path and Site
Amplification factors, which are going to be used for the validation of the second investigated
methodology in this PhD thesis (ch. 4), for the same region of western Greece.

Before the presentation of the four goals of this chapter, mentioned above, the concept that
is included in the new GIT algorithm concerning the attenuation model is briefly explained below.
A given study area where stations and earthquakes are located (e.g. Figure 11a), is divided to n
subareas (cells) (e.g. Figure 11b), so that the anelastic attenuation factor can be separately
investigated within each one of them. This division is defined by choosing meridians and parallels
for the sake of these n cell-areas representation. At the example of Figure 11b four meridians and
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four parallels divide the area of Figure 11a into n =9 sub-areas. The earthquake ray paths are
divided into sub-ray paths, for these subareas (cells) and they are used in the inversion process in
order to individually investigate anelastic attenuation factors for these cells, as if a pseudo-2D
lateral anelastic attenuation tomography is performed. The pre-inversion process required for this
ray path deviation is analytically presented in Appendix A.

Furthermore, working on the GIT improvement, a distance dependent geometrical spreading
attenuation factor was also considered as a reasonable condition of S-waves propagation,
supported as well by other GIT applications (e.g. Edwards et al., 2008) focusing to the inversion
misfit reduction and to the improvement of the investigated factors. Finally, a relation that controls
the inverted seismic moments, M, and corner frequencies, f. in accordance with the Brune’s
(Brune, 1970) stress drop parameter, is also introduced in this algorithm as an extra “tool” helping
the inversion to converge and/or restrict the solution in case where stress drop is provided.
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Figure 11. An example (Cephalonia island, Greece) of the separation of a uniform attenuation model area
(into the blue rectangle) (Figure 11a), to nine attenuation model areas (Figure 11b). With red circles and
triangle are some random located earthquakes and a station, respectively, while with red asterisks are the
intersection points of the ray paths (yellow lines) with parallels and/or meridians that define the model areas
being studied. Intersection points are calculated by the formulas analytically described in Appendix A and
used for the ray paths division in the new inversion algorithm.

3.2 Methodology

The Generalized Inversion Techniques (GIT) are based on the theoretical spectral
decomposition of the Fourier Amplitude Spectra (FAS) of S-wave displacement records, 4;;(fx),
from i earthquake and j station, to the Seismic Source, £2;(f), attenuation path, D;;(f) and site
effect S;(f) factors, according to the following equation:

Aii(fi) = 2;(fi) D (fi) Sj(fx) [5]
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for the discrete frequencies, f;. Based on the diffuse field theory (Weaver 1982; Sanchez-Sesma
et al., 2008), Eq. [5] can use as data, A;;(f;), both the horizonal, FAS,, and vertical, FAS,,, S-
wave records. Regarding the latter, it is considered that a part of the body S-waves which are
propagated through the high shear wave velocity bedrock, below the target site, is converted to P-
waves at the interface of bedrock-soil and they are recorded at the vertical surface component. For
this reason, it must be noted that the site effect factor Sj, (f) which corresponds to the horizontal
motion, is directly expressed by the so-called Site Amplification Factor (SAFy,,), while the
vertical one, Sjy (f), is controlled by the following formula (Kawase et al., 2011):

SjV(fk) = SAF,e.- V Bs/as [6]

where ag and 3, are the P and S-waves velocities of the bedrock below the target site, respectively.

The /Bs/as coefficient controls the conversion of the horizontal S-wave amplitudes to the vertical
P-wave ones, as is analytically shown by Kawase et al., (2011). Thus, regarding the vertical
component, the inversion applied in this study, investigates directly the S;,(fi) factor, including
the unknown ./ B;/a, coefficient for each site, and does not directly provide the SAF,., factors
(Eq. [6]).

The parametric GIT algorithm used in this study, constitutes a modification of the one
developed by Drouet et al., (2008), applying the Gauss-Newton non-linear inversion iterative
algorithm (Tarantola, 2005). The “keystone” of this new GIT algorithm is the following equation
which is a more analytical form of Eq. [5]:

Fs-Rge N

M. =2t N TTijnfk

%  4mpfR3 1 <— 0o Ty )

A — . . snlk Vsn . S. 7
(i [1+ (/£ (rijyh(m)> nUle (i L]

where the first analytical term of the product refers to the £2;(f;,) factor of Eq. [5], while the second
and the third terms refer to the D;;(fy) factor, corresponding to the geometrical spreading and
anelastic attenuation, respectively. £2;(f;) factor is based on the Brune’s source model (Brune,
1970), controlled by the seismic moment, M, (in N-m) and corner frequency, f., parameters. This
factor is also corrected by the source scaling factor including the radiation pattern coefficient
Rgy = 0.55 (Boore and Boatwright, 1984), the average shear wave velocity, f = 3500 m/s (same
as Eq. [2]) and density, p = 2800 kg/m® of the medium at the source. Moreover, the constant, free
surface site amplification factor, F; =2, for the normally incident SH waves and a good
approximation for SV waves, (4ki and Richards, 2002), is also included. The latter factor should
normally be combined with the site factor, S;(fy), but it is conventionally included in the scaling
factor of the source, since it is a constant one. S;(f}) is a non-parametric factor, studied in discrete
values for each frequency, f, at each station, j. Finally, the D;;(f;) factor, the investigation of
which consists the keystone of this new GIT algorithm, is controlled by the two following
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parameters: (i) a hypocentral distance dependent, gamma, yj(7;;) parameter (y =1 and y = 0.5,
for spherical and cylindrical spreading, respectively and h is an index characterizing the different
studied gamma values) and (ii) a regional (sub-area, n) dependent anelastic attenuation factor (N
is the total number of sub-areas that do not overlap between each other). The latter is a function of
frequency dependent S-wave quality factor Qs(fi)n = Qs ka”, of each sub-area, n (e.g. Figure
11b), of the corresponding mean shear wave velocity, (vs» = 3500 m/s), as well as of the part of
hypocentral distances, 7}y, crossing the certain sub-area.

This GIT algorithm is considered as a parametric one, since the source, £2;(f;) and path
attenuation, D;;(fy), factors (Eq. [5]) are studied for the specific unknown parameters M, , f,, and
¥u(7ij)s Qs> an (Eq. [7]), respectively, while the S;(fi.) (Eq. [5] and [7]) factor is studied in a non-
parametric form.

Taking the decimal logarithm of each part of Eq. [7], to convert this equation from a product
to a sum of factors, the following equation is produced:

Zijk = Mg, — logio f
Ci
n [8]

T Tijnfi )
- = + Sik
Z < n(10) Qs fi s, )

2R
where Z;j;. = logyo(Aiji), Mo, = 10810 (Mol_ X 4n;1;p3) and sj; = logy (Sjk(fk)) . Based on

Eq. [8], a system of equations is built from recordings corresponding to, i earthquakes and, j
stations. The goal of this inversion technique is to invert an adequately large dataset of Zp ., =

fie\’
1+(—) |- Vh(rij) “log1o(1ij) —

Zijk (D x 1, D, the total number of Data) (Eq. [9]), for specific k number of frequencies (fy), in
order to solve for a model matrix my (M x 1, M, the number of Model parameters) (Eq. [9]),
composed by 6 groups of the following parameters: my, , f;, , Yn (rl- j), Qs,, » An and sjy.

_m01' :
_ } : : an
21.11 : my, a,
: Zi11 f :
: [4 ;
Z11k 7 ;1 an
: ilk : S11
ZDreal - lel ’ : ’ My = fCi ’ : (]
: Zijl |41 S1k
Ziik : : :
.] Z"k Yn Sjl
: [ Z; ji | 0 :
S1
_Sjk ]

The unknown-desirable matrix m,,;, must directly produce data Z(m,,)p, as close as possible
to the real data Z,_, , (ideally the real data), following a linear relation between my, and Z(my)p

matrices (i.e. Bxmy = Z(my)p, where B is an unknown appropriately created matrix of
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D x Mdata). However, the solution of such a system of equations is a non-linear problem. For this
reason, the operation of the GIT algorithm is based on the iterative Gauss-Newton non-linear
inversion algorithm, that uses an initial, a priori model parameter matrix mi*** which is composed
by appropriate reasonable-realistic parameter values (similar form to the my,, Eq. [9]) such that to

reduce, as much as possible, the following misfit-function, F (m):

F(m) = % [ZDWD (Z(my)p — mel)2 + EMWM - (my — m,iJ;if)z] [10]

13

where Wp and Wi are the “weight” matrices (diagonal matrices of D x D and M x M data
respectively, similar form with the Z,, . and m,, in Eq. [9]), characterizing the model parameters
and the data, respectively. Each weight function can be expressed by the product of two partial

weight functions as follows:
Wp = WM -Cht, Wy = Wiyt -Cyft [11]

where Cp =02 and C,, = 04 are the a priori covariance matrices of data (D x D) and model
parameters (M x M), respectively (op and oy, the corresponding initially considered standard
deviations), while W ™*and W{** control the initial (pre-inversion applied) considered weight of
each data and model parameter, respectively. Equal weights are considered for all data (W2t = 1),
while for the initial values of the studied parameters (mi*%), a reasonable distribution of the
weights was considered, independently of the initially provided standard deviations, oy of the
examined parameters. This distribution was applied since the number of the parameters
corresponding to seismic source, to attenuation path and to site effect, is not equal. Thus, the WJ*
(Eq. [11]) was a priori, appropriately determined being equally “shared” between the following 5
investigated group of parameters of Eq. [8]: mq,, f¢,, vr (1i;), Qs(fi)n and sj(fx) (1/5 to each group
of parameters). However, because, the seismic moment parameters, m,, (including the M, ), are
the only ones for which the initial values are not totally unknown, with respect to the other
parameters, the weights were finally considered to be distributed as follows: 2/6 for the my,
parameters and 1/6 for the rest four group parameters. Moreover, since in this study, two sites with
no amplification have been initially considered (reference sites, with S;(f;) = 1), it was chosen to
be expressed by the 50% of the total weights of the examined parameters. In this way all the other
examined parameters which were mentioned above, share the rest 50% of the weights (i.e. 2/12
for the m,, parameters, 1/12 for the rest four group of parameters mentioned above and 6/12 the

S;(fi) of the reference sites).

The misfit, F(m) reduction is attempted to be achieved at each iteration of the Gauss-
Newton non-linear inversion algorithm (7arantola, 2005) (included in the GIT algorithm
developed here) by recomputing the new m};** model parameter matrix at each new iteration, x,
based each time on the already computed, mjy,d, of the previous iteration (for x =0, it is

my, = mitt), applying the following formula:
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This inversion algorithm is based on the use of the partial derivatives matrix, G, of the Z; . (Eq. [8]

and [10]), for each parameter of the model, mj; (Eq. [9]), recalculated at each iteration x based on
the following equation:

_ 0Z(my)p

T [13]

X

The partial derivatives of Eq. [13] of the 6 groups of parameters, included in the my matrix (my,,
fer y(ri j), Qs,, an and s;(fi)), have been computed and presented by Drouet et al., (2008a). The

G, matrix (D x M dimensions) is composed as follows:

07111 02117 0Z114 0Z111 02114 0Z111 0Zy14 0Z111 02114 07114
amo, omy, Of, 0fe; Ors Oyn 00, 00Qs,, 0s11 Osjk

Go=| & o Do S S ARV [14]
0Zyji  0Ziji 0Ziji  0Zyjk 0Ziji  0Zyj 0Zijk  0Zyje 0Zyj  0Zjy

lomo, ~ 9mo, 9f.,  9f, 9y1  Oyn 0Qs, 0Qs, 011 Osp |

following in horizontal axis the row of the m,, parameters and in vertical axis the row of the
Zp ., .q> data, presented in Eq. [9].

The inversion algorithm (Eq. [12]), is also controlled by the u, (u, > 0) coefficient, which
is an ad hoc real constant, defining the length of the “jump” at each iteration (small enough to
avoid divergence of the algorithm and large enough to allow the algorithm to advance). Usually,
it is considered, u,, = 1 (Tarantola, 2005). However, in some cases, by using u, = 1, the inversion
algorithm cannot steadily approach the minimum value at a local minimum of the misfit function,
“moving” between more than one specific solutions at each new inversion iteration (Eq. [12]). For
these cases the reduction of x (e.g. ~ 0.8 or lower, p, > 0) during the inversion iterations can help
the algorithm to converge at one substantially stable solution of the desirable m,; model parameter
matrix.

In the GIT algorithm developed here, an extra condition is considered into the system of
equations created by Eq. [8] and the data and unknown parameters of which are expressed by the
Zp eq@nd my, matrices (Eq. [9]). More specifically, a number of i extra equations corresponding to
the i earthquakes, are also added at the system of equations and control the relation between
seismic moment M,,; and corner frequency f;; for each earthquake, i, by the Brune’s stress drop

(40) formula, in bar units (1 bar = 10° Pa) (Brune, 1970) (same as Eq. [2]):
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Ao; = 1—6M0i<0_37,8> 10 [15]
where [ is the shear wave velocity (same as in Eq. [2]). In fact, these stress drop values, 4ag; are
considered as data in the system of equations. In case that they are initially unknown, their values
should be reasonable (usually in the range of 1-100 bar, e.g Ag; = 10 bar) and their a priori Cp
covariance values (Eq. [11]) should be large enough (quite high standard deviations, gp, e.g.
op = 1000), so as their initial weight being quite low and these initial values do not affect the
inversion process as well as the solution of the model parameter.

Thus, the new system of equations, which is attempted to be solved by the inversion
algorithm, will have as data, Zj,_,, the matrix finally expressed by Eq. [16], while the unknown

model parameters matrix, my, will remain the same, since M, ; (actually my,, Eq. [8]) and f. are

already included in it.

[Z111] Z'.11
H l
Z : :
151k Zilk Ao-l
Zprear = Zij1| Zi:jl ’ : [16]
. AO'L'
Zaji Zi.jk

For the extra considered equations (Eq. [15]), in Eq. [16], with respect to, the corresponding partial
derivative functions (Eq. [13]), required in the inversion algorithm (Eq. [12]), were defined and
presented below:

dda; 7 )
% -MOi-< Je ) - In(10) - 1075,

om, 16 0.37 B
2
aAGi: l.MO..gfc—i.lo—S, [17]
af., 16 ~°i 7 (0.37:8)3

(')Aai _ ('Mai _ aAO'l' _ ('Mai
dyn OQSn da, oSk

and they are added at the end of the G, matrix in Eq. [14], as the new equations (Eq. [15]) which
have been added at the end of the Z;,_, ., in Eq. [9], leading thus to Eq. [16].

At this point, it is useful to mention that the study of logio(f.,), logio(Qs,) and logio(ay)
parameters instead of f;, @5, and a, at the parameter model, m,, (Eq. [9]), is a more convenient

choice, avoiding the negative values for these parameters and studying them with a logarithmic
“weight” which seems to better represent them. This choice is reasonable if we think that the visual
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selection of the corner frequency on the Fourier spectrum of a Source Time Function, is
accomplished based on a log-log dimension space (figure), in contrast to a log-lin, or a lin-lin one,
where the higher frequencies exhibit disproportionately higher weights than the lower ones. The
same disproportionate weights in frequencies are also applied to the quality factor, Qg (Eq. [7]),
which is frequency, f;, dependent. Finally, based on the above, the partial derivatives G, required
in Eq. [12], must also be adjusted on these logarithmic parameters. It’s worth noting that based on
the logarithmic expressions of the above three group of parameters, the inversion tests, applied in
this study using synthetic data, (details are given below), but also the GIT application on real data,
converged easier to the final solutions of m,,, avoiding “diversions” and failures in computations.
Finally, the results of the investigated logarithmic parameters were subsequently converted to
linear values so that they are easier comparable to the synthetic ones.

3.3 Results

3.3.1 GIT Algorithm Application-Validation to Synthetic Data

3.3.1.1 Synthetic Data

In order to test the correctness and the computational validity of the developed in this thesis
inversion algorithm, as well as possible limitations and potentials, a synthetic dataset consisted of
4313 synthetic Fourier spectra was created based on Eq. [7]. This synthetic dataset was created for
a parameter model approximating a simplified actual dataset. Synthetic S-wave spectra are
computed for 20 equally distributed in logarithmic scale frequencies between 0.5-14 Hz and
correspond to epicentral distances between 20-200 km. It is obvious that this is a non-ideal dataset
that would cover all possible features of an actual one, but it is used to investigate the reliability
computation level of the proposed algorithm and possible limitations and potentials. The synthetic
parameters are presented below.

60 stations were considered being non-homogeneously distributed in central and southern
Greece (Figure 12 and Appendix G) with locations coincident with the ITSAK permanent
accelerometric network stations (http://www.itsak.gr). In addition, 126 shallow earthquakes at zero
depth were considered being randomly distributed in the same area (Figure 12). Their seismic
source spectra follow the scaled Brune’s model (first term of the product in Eq. [7]), for seismic
moments M, computed from the moment magnitudes, M,, (Eq.[3]) and from the corner
frequencies, f. given in Appendix H. Moment magnitudes, M,, range between 1.0 and 6.0, while

corner frequencies, f. were computed from the synthetic M,, based on Eq. [2] for stress drop
Ao =100 bar. Four typical seismic source spectra of M,,, = 3, 4, 5, 6 are given in Figure 13a. The
hypocentral distances, r;; used in the inversion, are in fact epicentral distances, since the depths of
the earthquakes were considered to be zero.

42


http://www.itsak.gr/

20.0° 21.0° 22.0° 23.0° 24.0°

40.0° 40.0°

39.0°

38.0° 38.0°
37.0° y 37.0
36.0° ‘ ‘ ; o 36.0°
0 100 200 N
20.0° 21.0° 22.0° 23.0° 24.0°

Figure 12. The 4313 theoretical ray paths (grey lines) correspond to the synthetic spectra created by the
126 artificial seismic sources (red circles, Appendix H) and one more (red star in rectangular No 18 ,
M,, = 6.0) theoretically recorded at 60 site-stations (blue triangles), information of which are given in
Appendix G. The background of this figure (part of Greece) is depicted in order to give a more realistic
sense of this experiment and does not express the synthetic data.

The geometric attenuation factor is controlled by three values of gamma (Table 1) for the
distance ranges 20-100 km, 100-140 km and 140-200 km, while anelastic attenuation was
considered to vary for each one of the 25 individual regions (Figure 12), with different frequency
dependent quality factors (Table 2). Considering the site effect factor at each one of the 60 sites,
the HVSRs computed by Grendas et al., (2018) were adopted here as synthetic values. These
HVSRs site amplification values are used here for convenience as random values, instead of
creating new ones. For the 27 3 and 4™ inversion tests, presented below, the logarithmic values,
Zijk (Eq. [8]), of the synthetic spectra, 4;;(fi), (Eq. [7]), were “contaminated” by computationally
inserting “random errors” (noise) at each frequency fj,. The whole number of these errors were
normally distributed around zero with standard deviation + 0.2. This data alteration took place in
order to represent even better the Fourier spectra computations as in actual seismic records. In
Figure 13b,c the synthetic acceleration Fourier spectra, A;;(fi), corresponding to a single
earthquake (number 50, Appendix H) at all the sites and to all the earthquakes at a single station,
ITE1 (Appendix G), with intense amplification evident in all the synthetic spectra, are presented.
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Four groups of inversion tests on the synthetic data presented above, using different initial
parameter models, were performed and the results of these tests are given below.

Briefly, the first inversion test constitutes a simple but essential computation test of the
inversion algorithm confirming the correct inversion process. More specifically, the synthetic
parameters are used as the initial model parameters, with relatively large standard deviation,
expecting the algorithm to precisely invert for the synthetic ones. The synthetic spectra used (only
for this case) were not contaminated with a 0.2 standard error, as in all the other tests, in order to
precisely detect possible malfunction of the algorithm.

Source Spectra Earthquake-id: 50 ITE1

102

FAS-disp. (m-s)
5:D
FAS-acc. (m/s)

1072

0.71 23 5710 0.7 1 2 3 5710 0.7 1 2 3 5710
(a) Frequency (Hz) (b) Frequency (Hz) (C) Frequency (Hz)

Figure 13. (a) Four characteristic seismic source spectra (Brune, 1970) for M,, =3, 4, 5 and 6 computed
for stress drop Ao = 100 bar (details in the text). (b,¢) The synthetic acceleration Fourier spectra for a
specific case, that of event number “50” (Appendix H) for all the 60 stations, and (¢) of the ITE1 station
(Appendix G), for all the earthquakes. Blue, red and black colors correspond to 20-100 km, 100-140 km
and 140-200 km hypocentral distance ranges, respectively, related to the synthetic values of gamma
parameter (Table 1).

The 2" test is a kind of a “blind” inversion test, simulating a real case study, where all the
study parameters are initially unknown. However, this test is not totally “blind”, since the specific
sub-areas 1 to 25 (Figure 12) are studied and not random ones. Such a reliability inversion test
constitutes a main step to understand, to a certain degree, the computation potential of the
algorithm, in order to “move” to a real dataset study investigating this regional 2-D pseudo-
tomography of anelastic attenuation factor.

The 3™ and 4™ inversion tests are similar to the second one but using each time one or more
stable initial parameters. These parameters are the known ones among the synthetic parameters,
considering them as “reference” ones. These tests are also simulating a real case study, where some
parameters, as the moment magnitudes or site amplifications are a priori known from other studies.
The 3™ and 4™ aforementioned inversion tests aim at improving the reliability of blind inversion
results and at a better understanding of their stability under different reference parameters. After
all these tests, some constraints and limitations of the developed algorithm are suggested before
its application to real dataset.
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Table 1. The values of gamma (y;) parameter as they were considered in the synthetic model and in the
initial model of the inversion tests, as well as the corresponding ones computed in the three inversion tests
(2nd, 3rd, 4th).

Range (h) Gamma (¥p)
of .\ Inversion Tests Results
distances | Synthetic h.lmal nd i 0
(km) (inv.) 2 3 4
20-40 0.951 = 0.009 0.995 + 0.006 1.004 + 0.006
40-60 0.953 = 0.008 0.995 = 0.006 1.004 + 0.006
60-80 100 0.954 = 0.008 0.995 + 0.006 1.004 + 0.006
80-100 0.953 = 0.008 0.994 = 0.006 1.002 + 0.006
100-120 1:0.5 1.104 + 0.008 1.144 + 0.006 1.152 + 0.006
120-140 e 1.104 = 0.008 1.143 + 0.006 1.152 + 0.006
140-160 1.353 = 0.008 1.392 + 0.006 1.401 + 0.006
160-180 1.40 1.354 = 0.008 1.393 + 0.006 1.401 + 0.006
180-200 1.353 = 0.008 1.393 + 0.006 1.400 + 0.006

Table 2. The synthetic frequency dependent quality factors (Qs(fx)n = @s, fka") and the computed ones
in the three inversion tests (2", 3™, 4™), for the 25 sub-areas (Figure 12).

S Inversion Tests Inversion Tests
n yn Results, Q5 Syn Results, alpha (a,)
an 2nd 3rd 4th (an) 2nd 3rd 4th

1 853 | 933:586 IZZ? 956+ 626 0.56 0.537:0.281 0.529:0.293 0.571:0.297
2 622 471+ 95 508+ 109 518+ 110 0.69 0.714+0.096 0.701+0.102 0.695+0.096
3 351 323+ 37 341+ 40 347+ 40 0.43 0.431+0.050 0.416+0.052 0.401+0.051
4 513 388+ 63 417+ 72 422+ 73 0.84 0.883+0.085 0.881+0.091 0.885+0.089
5 402 | 4774163 | 525:193 | 610+ 231 0.73 0.570+0.154 0.546:0.165 0.461:0.152
6 76 73.5£1.7 074+ 1.7 74.2+ 1.6 0.36 0.373+0.010 0.371+0.010 0.370+0.009
7 240 219+ 11 225+ 12 227+ 12 0.45 0.469+0.019 0.462+0.019 0.459+0.019
8 123 116+ 03 119+ 03 119+ 03 0.39 0.410+0.009 0.404+0.009 0.404+0.009
9 184 161+ 07 166+ 07 166+ 07 0.78 0.825+0.016 0.822+0.016 0.825+0.016
10 240 213+ 16 221+ 17 225+ 17 0.73 0.776+0.034 0.771£0.035 0.763+0.033
11 417 332+ 40 329+ 38 344+ 39 0.43 0.472+0.053 0.483+0.051 0.457+0.048
12 49 47.9+0.5 48.2+ 0.5 48.3+ 0.5 0.69 0.697+0.004 0.696+0.004 0.695+0.004
13 903 662+105 740+ 128 761+135 0.94 0.931+0.052 0.930+0.058 0.925+0.059
14 945 602+ 89 669+ 106 681+110 0.78 0.846+0.050 0.837+0.055 0.837+0.055
15 491 386+ 48 415+ 055 420+56 0.70 0.760+0.057 0.750+0.060 0.749+0.059
16 489 353+ 44 362+ 45 366+45 0.10 0.211+0.053 0.204+0.053 0.199+0.051
17 338 291+ 20 302+ 21 308+021 0.38 0.418+0.026 0.408+0.027 0.398+0.026
18 900 714£123 801+151 817+154 0.59 0.645+0.059 0.619+0.065 0.618+0.065
19 369 328+ 25 346+ 27 347+27 0.45 0.474+0.028 0.460+0.029 0.460+0.028
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20 111 107+ 2.6 108+ 2.6 109+2.6 0.12 0.134+0.010 0.131+0.010 0.126+0.009
21 781 996+458 1021+474 1058+536 0.22 0.163+0.158 0.163+0.158 0.182+0.176
k) 390 222+ 26 22927 2440 0.83 1.000+0.065 1.003+0.067 0.945+0.054
23 241 221+ 14 226+14 230+14 0.15 0.175+0.027 0.167+0.027 0.160+0.026
24 404 358+ 55 38161 390+62 0.86 0.924+0.080 0.924:0.085 0.911+0.076
25 96 99.5+9.1 101+9.3 103+9.4 0.80 0.760+0.048 0.757+0.049 0.745+0.047

3.3.1.2 1%t Inversion Test

Firstly, the synthetic dataset (without the contamination of normally distributed input
standard errors) was inverted using as initial model the one composed by known synthetic values,
but with a priori large covariance values. As it was expected the calculated results of this inversion,
for all the study parameters, are in absolute agreement with the corresponding synthetic
parameters. This test consisted a necessary step in order to confirm the correct computational
operation of the algorithm. The results of this test are not presented since they are identical to the
synthetic ones.

3.3.1.3 2" Inversion Test

In the second inversion test a kind of “blind” inversion is attempted, using as initial model a
reasonable one, that could represent a real case, while the investigated synthetic model is unknown.
This test focuses more on detecting the parameters estimation potential and any possible
limitations of the proposed algorithm in relation to the initial model which could be used in a case
of “blind” inversion. Before the presentation of the results for this inversion test, the values of the
initial parameter model, as well as the a priori model and data covariance values, are given below.

Starting from the source parameters, the initial m, parameters (Eq. [8]) were defined based
on the moment magnitudes, M,,, given in Appendix H, which were “contaminated” by input errors
normally distributed around zero with standard deviation +0.3, a bit higher than the typically
considered +0.2, in real cases, so as to test the computational reliability of the inversion algorithm
by using initial input M,, values, with even higher deviations from the expected M,, synthetic
values. Using these initial M,, values, the corresponding steps which are applied on real datasets
GIT, where the initial m are based on the already computed M,,, or M; provided in seismological
catalogues, were followed. Since the M,, or M; are accompanied by their standard deviation
(usually around 0.2), it is obvious that their values may deviate from the real ones. For this reason,
the initial my parameters in the inversion test, are based on the “contaminated” M,, values,
simulating a real case. The a priori standard deviation values of M,, used in inversion was
considered +£0.2 for all synthetic earthquakes. Initial logo(f.) values, were calculated from the
corner frequencies, f;, based on Eq. [2] for stress drop, 4o = 10 bars, using the aforementioned
initial M, in combination with Eq. [3]. Their a priori standard deviation values were considered
very large, o5, = 1000 Hz, in order to be almost “freely” inverted. For the stress drop parameters,

Ao; (Eq. [15]) used as data (Eq. [16]) (i, extra equations at the system of equations), it was taken
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Ao =10 bars, having a priori an also large standard deviation o, ==+400 bars, so that the relation
between the inverted M, and f,. (Eq. [15]) is not significantly affected. Strongly constrained initial
Ao; can be used in cases where the real stress drop is known.

Regarding the attenuation factor, the geometrical spreading parameter gamma, yp, (‘ri j) was
studied for 4 =9 different distance ranges as they are presented in Table 1, with initial gamma
value, yp, (‘ri j) = 1.0£0.5 for all distance ranges. Anelastic attenuation parameters were studied for
the 25 sub-areas (Figure 12). The initial values of the 25 frequency independent quality factors
were: logm(an) =2 (an =100) (Eq.[7]) with standard deviation, O10g10(Qs,)) = + 1, so one
standard deviation of Qg ranges between 10 and 1000 (Table 2).The initial values corresponding
to the 25 alpha parameters (Eq. [7]) of the frequency dependent quality factor were logio(a,) = -
0.4815 (a, =0.33) and their initial standard deviation was, 0j5410(a,) == 0.4771, so the one
standard deviation of a,, ranges between 0.11 and 0.99 (Table 2). The site spectra amplification
factors, sj; (Eq. [7]), were considered for all the j sites as: s = logio(Sjx) = 0£1, so the one
standard deviation of Sj; ranges between 0.1 and 10. The above range is reasonable and is usually
considered in “blind” inversions where the site effects are unknown. Finally, the a priori
covariance values of the data were considered to be 0.2.

The results of this inversion test were computed after 20 iterations of the inversion algorithm.
From the 5" iteration the inversion quickly converged at a local minimum of the misfit function
and the misfit substantially stabilized at the 10" iteration. In Figure 14a, the comparison of the
computed moment magnitudes M,, with the initial synthetic values of M,,, is presented. It is
encouraging that the algorithm computes the correct values of synthetic moment magnitudes, using
different initial ones (Appendix H) with negligible deviation, up to a maximum of +0.02 for most
of the inverted magnitudes.

In Figure 14b, a plot of the computed corner frequencies f, versus moment magnitudes M,,,
is shown and their relation is compared with the Brune’s stress drop (dashed lines) computed by
Eq. [15]. As it can be seen, for M,, > 3.0, the corner frequencies indicate a stress drop of ~100 bar.
Thus, taking into account that the inverted, M,, are comparable with the synthetic ones (Figure
14a), it is deduced that the corresponding inverted corner frequency values are similar to the
synthetic ones, since their relation indicates stress drop 4ag; = 100 bar which are the synthetic stress
drop values. For magnitudes 2.0 - 3.0 the computed corner frequencies tend to approximate the
synthetic ones for Ag; = 100 bar, while for M,, <2.0 a remarkable dispersion of the estimated
corner frequencies, is observed. The latter values are also characterized by large standard
deviations which is satisfactory for the inversion results, taking into account that synthetic corner
frequencies may fall beyond the data frequency range (f, >14 Hz).

The results of geometrical spreading factor gamma, y(ri j), given in Table 1, are close to the
synthetic ones, but they indicate slightly lower attenuation, probably affected by the lower initial
values (y(ri j) =1.0+0.5) for more than half of the synthetic gamma parameters. Frequency
dependent quality factors Qs, (fi) = 0Qs, fka" (Table 2) for most of the, n, sub-areas (Figure 12)
tend to approximate the synthetic ones, while a few of them are not in good agreement. It is
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observed that the low synthetic Q. (<200) values (high attenuation) are well determined, while
some higher computed Q;, (>400) values (low attenuation) deviate up to 75% for a few of the

corresponding synthetic values. The alpha (a,) parameters of this factor present a satisfactory
agreement with the majority of the corresponding synthetic values, but in two sub-areas, 16 and
21, where the deviations is greater than 25% (Table 2).
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Figure 14. (a) Inversion computed moment magnitude M,, (inv.) versus initial M,, (blue points) used in
the inversion and versus synthetic M,, (red points). With dashed line the range of £+ 0.2 of the bisectrix is
depicted. (b) Comparisons between the corner frequencies, f, and moment magnitude, M,,,, computed from
the 2nd (blue points) and 4th (red points) inversion tests for initial 4g; = 10 and 400 bar respectively.
Brune’s stress drop (Eq. [15]) values of 1, 10, 100 and 1000 bar are also shown (black dashed lines).

The relatively big differences in some of the higher Qs , are apparent because the quality
factor @, is exponentially related to the anelastic attenuation factor (third term of Eq. [7]) and the
final effect of this difference is less than 25% for epicentral distances longer ~100 km. This is
visually presented in Figure 15, through the ratio between the anelastic attenuation factors
computed from the synthetic and inverted Q¢ and alpha (a), for frequencies equal to 0.5, 1, 14 Hz,
for all 25 sub-areas of Table 2 (Figure 12). The computations are shown for up to 120 km, which
is close to the largest hypocentral distance that a ray path can cross through each one of the 25 sub-
areas of Figure 12. The most extreme difference in this ratio is ~1.27 and corresponds to sub-
area, n =22. Such a difference, less than 27%, corresponds to a logarithmic difference of the
spectral values, 4;;(f) (Eq. [7]) equal to 0.104. This difference is not so significant considering
that the initially introduced errors in the Z;j, = lo glO(Ai jk) (Eq. [8]) values were +£0.2. As it is
presented in Figure 15, most of the rest sub-areas have ratio differences lower than ~11%,
corresponding to logarithmic spectra differences less than 0.046 (<<0.2). The “extreme” case of
the sub-area n =22 presented in Figure 15, is particular, because no complete ray path
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(earthquake-station), passes exclusively through it (Figure 12). Such a condition may increase the
difficulty level of inversion convergence. However, this condition did not affect the reliability in
similar cases, as in cells, n =20 and 25 (Figure 12), where there is no complete ray path passing
only through them.

13 freq. = 0.5 Hz freq.=1Hz freq. =14 Hz
. —area: 5 (Table 2)'
—area: 21 -/l-
212 —area: 22 -/I-
wo rest areas -/I-
<
<
£11]
@
TR
<
< 9
0.9 ‘ :
0 50 100 0 50 100 0 50 100

Distance (km) Distance (km) Distance (km)

Figure 15. The ratio of Anelastic Attenuation Factor (third term of Eq. [7]), between the synthetic and the
inverted values as they are presented in Table 2 for all 25 sub-areas of Figure 12. With blue, red and green,
the most extreme differences based on the ratio for the areas 5, 21 and 22, are respectively depicted, for
frequencies 0.5 Hz (left), 1.0 Hz (middle) and 14 (right) Hz.

Finally, although the inverted site effect parameters (Figure 16) present the same shape with
the synthetic site amplification, they have a systematic lower amplification by a factor of 2. In
terms of the logarithm of site amplification this de-amplification corresponds to ~0.3, which is
comparable with the inserted errors (0-0.2) in logarithmic values. However, the inserted errors in
the logarithmic data do not affect the inversion results, since an extra inversion test with the same
initial model in logarithmic data without inserted errors was performed and the results have not
significantly changed. The observed de-amplification in the site parameter results is probably due
to the interaction to the lower computed geometrical spreading, gamma parameters, y(rl- j), than
the expected synthetic set. Also, this de-amplification may be related to the initial values of site
effects (logio(Sjx(fx)) = 0£1) which are lower than almost all the synthetic values. The last
assumption is confirmed since using higher initial site effect values (e.g. logio(Sjk (fi)) = 0.3£10,
or 0.477+10, corresponding to initial Sj, (fi) =2 and 3, respectively) the results of site effect are
higher and they are in agreement with the synthetic values. This trade-off between the initial values
and the computed ones is a weak point and a possible limitation of the method that needs further
investigation.

Concluding on this inversion test, the average computed misfit between the synthetic Fourier
Spectrum, Zj synth (Zp,oq 0 Eq.[10]) and the computed, Z(my)p from the inverted model

parameters is ~0.2, that is comparable with the initially inserted error of 0.2 used to “contaminate”
the synthetic data.
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Figure 16. The synthetic site spectral amplification for each one of the 60 sites (red lines) used in this study
(Appendix G, Figure 12) and the computed ones from the “blind” inversion of the 2nd test (blue lines), as
well as from the inversion of the 3rd and 4th tests in which a reference site is used (black lines, identical

results).
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Figure 16. (continued)

3.3.1.4 3" Inversion Test

This test consists of two inversion cases based on the same initial model as the one used for
the 2™ (“blind”) inversion test but using two different reference conditions. The first one uses the
synthetic values of VSK1 site factor, S(f}), that are close to 1 for each frequency, with very low
initial standard deviation (0j0g10(s(f})), = 0-001). The second one uses the initial value of

]/(rl- j) = 1£0.005 up to 60 km. The results of these two cases are substantially similar to each other
and for this reason only the results of the first case, using a reference site amplification, are
presented below.

The results show an improvement of the estimation of almost all the study parameters and
they are in even better agreement with the synthetic parameters, compared to those of the 2™
inversion test, which represents the “blind” inversion. Moment magnitudes are the same as those
determined by the 2" inversion, showing for some earthquakes a maximum difference of 0.01
between synthetic and inverted data. Corner frequencies are similar with those in the 2™ inversion
test with the same Ao; for all earthquakes used. Due to their similarity, M,,; and f;, results are not
presented in Figure 14a,b. Gamma values (Table 1), controlling the geometrical spreading
attenuation, are apparently improved presenting very good agreement with the synthetic values. A
similar improvement, though not so striking, is also observed for almost all @5, and a, values
(Table 2), except for few cases in specific sub-areas (n =1, 3, 5, 11, 21, 25) where the inverted
results slightly diverge from the synthetic values in comparison to the previous inversion test. The
inverted Qs,, and a,, parameters are also in agreement with the synthetic ones, except for the n =1,
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5, 11, 16, 21, 22 sub-areas (Figure 12, Figure 17), where both of parmeters are not precisely
determined, either presenting relatively high standard deviation or diverging at some level from
the synthetic ones (Table 2). It’s worth noting that these sub-areas are located at the edges of the
entire study area (Figure 12) and their anelastic attenuation factors is more difficult to be estimated
as mentioned also in the previous inversion test.

Finally, the site amplification results for all stations (Figure 16) are apparently improved
and they are similar to the synthetic ones. The improvement of the estimated gamma and site
parameters in relation to the very good or satisfactory stability of source and anelastic attenuation
factors respectively, confirm an obvious trade-off between the geometrical spreading factor and
the site amplification level. The average computed misfit between the calculated model parameters
and those of the synthetic data is also ~0.2, as in previous inversion tests, indicating the non-
linearity of the system of equations, approaching the solution close to the initial model parameters.
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Figure 17. Q;,, (left) and a,, (right) (Eq. [8]) synthetic values versus Qg and a, values computed from

the 3rd inversion test, as they are given in Table 2. With red points the values of the specific sub-areas
n=1,5,11,16,21 and 22 (Figure 12) are depicted.

3.3.1.5 4™ Inversion Test

This inversion test refers to a group of inversion sub-tests using as initial model the same as
in 3™ one, with a reference site, but varying initial stress drop (40) and corner frequency
parameters, logio(f.), depending on Ao. More specifically, three inversion applications were
implemented using initial stress drop values, Ag = 70, 100 and 400 bar, knowing in advance that
the synthetic value is 100 bar. In the first two cases (70 and 100 bars) all the results are similar
with the ones derived from the 3™ inversion test, where the initial stress drop value was
Ao = 10 bar, with negligible improvement compared to synthetic data. Consequently, these results
are not presented here. In the last case (4o = 400 bar) the M,, results are substantially similar as
in 3" inversion test, showing for some earthquakes slightly higher differences than the synthetic
M,, (about 0.04), compared to 0.01 of the 3" inversion test.
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The computed Q.. and a,, values (Table 2) are negligibly improved for most of the cases,

except for the areas n =3, 4, 5,9, 11, 21, 25, for which only negligible differences are observed
with respect to the corresponding results of the 3™ inversion test. The same stability is also
observed for the gamma values (Table 1), as well as for the site spectra amplifications indicating
slight improvement. Consequently, these results are not presented since they are similar to those
of the 3™ inversion test. The computed corner frequencies and stress drop, Ao, values for
magnitudes M,, > 2.5, (Figure 14b), remain in agreement both with the synthetic and with the
previous inversion tests results. For lower magnitudes (M,, < 2.5), where the synthetic corner
frequencies are beyond the data frequency range (> 14 Hz), the results cannot be reliably estimated
to approach the synthetic data with stress drop, 4g = 100 bar. In fact, large standard deviations are
calculated for these f. values. This failure in determining most of the synthetic f. values for
frequencies higher than 14 Hz, remains the same as in the 2" and 3" inversion test. This instability
is due to non-well determined f. related to extreme initial Ao values (e.g. 10 and 400 bar) and can
be indirectly used to detect those earthquakes with f. probably out of the data frequency range.
Consequently, records of such earthquakes may be removed from the dataset, so that they will not
affect the rest of parameters in a new inversion application.

3.3.2 GIT Algorithm Application-Validation to Real Data (broader Aegean sea)

As it was mentioned above, the main goal of the GIT algorithms, is to conclude to a seismic
parameter model, achieving as lower as possible misfit between the real and the computed data
from inversion model. It is obvious that this misfit reduction indicates an increased reliability of
the parameter model. The proposed in this study inversion algorithm aims at improving the
previously developed algorithm by Drouet et al., (2008a), trying to reduce the data misfit and to
calculate more representative seismic ground motion parameters. For this reason, a comparison of
an application of the original GIT algorithm and the newly developed one, based on the same real
data is attempted, in order to detect any improvement in results, expecting misfit reduction, as well
as to show the applicability of the new algorithm in a real dataset. Thus, the real dataset inverted
by Grendas et al., (2018) using the original algorithm proposed by Drouet et al., (2008a), is also
inverted here and the comparison of the results are presented and discussed below.

Regarding the real dataset, it is briefly reminded that 4.204 S-wave acceleration Fourier
spectra were inverted, corresponding to 136 earthquakes with moment magnitudes 4.2 < M,,, < 6.5
recorded at 112 accelerometric stations of ITSAK network (http:/www.itsak.gr/) (Figure 18).
These spectra are computed for 20 frequencies equally distributed in logarithmic scale between
0.25 Hz and 15 Hz, with hypocentral distances 20 < Ruyp < 350 km. Their amplitudes are equal to
the geometric convolution of the S-waves Fourier Amplitude spectra computed from both
horizontal components (N-S and E-W) (Eq. [4]). The criterion of a Signal to Noise ratio greater
than 3 in frequency domain was adopted for both horizontal components. Details of this dataset
are analytically provided in Grendas et al., (2018).
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The new inversion application was based on similar initial conditions of the model
parameter, as the one used in Grendas et al., (2018), wherever this was possible. In some cases,
higher initial standard deviation of the investigated parameters was adopted in this study, so that
all parameters be even more “freely” inverted. Regarding the seismic source factor, the initial m,,
parameters (Eq. [8]) were defined by Eq. [3] from the moment magnitude, M,, as computed by the
Seismologic Station of AUTh (http://geophysics.geo.auth.gr/ss/). Their typical standard deviation
(£ 0.2) was used for the a priori covariance matrix, Cy (Eq. [11]). Initial logio(f;,) values, were
calculated from the corner frequencies f;, based on Eq.[2] for stress drop 5 bar, using the
aforementioned initial M,,. Their a priori standard deviation values were considered large enough,
0y, = 1500 Hz, in order to be almost “freely” inverted. Concerning the unknown stress drop
parameter, Aog; it was considered Ag; = 5 bar for all the seismic sources having an a priori high
standard deviation g, ==+1500 bar, so that the relation between M,, and f, is not significantly
affected.
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Figure 18. Ray paths (grey lines) of 4.204 actual seismic recordings, used by Grendas et al., (2018) and
re-inverted in this study. Records correspond to 136 earthquakes (red circles) and to 112 accelerometric
stations (blue triangles) of the ITSAK network. Blue lines constitute Meridians and Parallels that were
chosen to define the 285 sub-areas studied for the anelastic attenuation factor. Details into the text. (Same
as Fig. 1 of Grendas et al., (2018).
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Regarding the attenuation factor, the geometrical spreading parameter gamma, y(7;;) was
studied for h = 16 different distance ranges separated by 20 km as they are presented in Table 3,
with initial gamma value, y;,(7;;) = 1.0£0.5 for all the distance ranges. Anelastic attenuation
parameters were studied based on the separation of the total area into 285 sub-areas (cells) (Figure
18) between the Meridians 20° — 28.5° and the Parallels 34.5° — 41°, for 0.5° step. The borders of
the total area were defined by Meridians 19.4° and 29.2° as well as by Parallels 33.8° and 41.6°.
As it is obvious there are no ray paths crossing all the sub-areas of Figure 18 and for this reason
from the initial 285 sub-areas only 216 have been finally studied for the anelastic attenuation
factors (s, and a,,. Their initial values, logio(Qs,,) =2 (U5, = 100) and a,, = 0.5, in combination

with their a priori quite high standard deviation Olog10(Qs,) = +0.6 (Qs,, = 25-400, one standard

deviation range) and g, = +0.25, allows the algorithm to invert for these parameters without being
significantly affected by their initial value.

The site amplification factors, sj (Eq.[8]), were considered for all the j sites as
Sjr = logio(Sjk (fx)) = 0£1, so the one standard deviation of Sj; (fx) ranges between 0.1 and 10.
The stations: ATHS, KYP2, NAX1, SEIS, VSK1, were conventionally considered as “reference”
stations, since their initial values were: sj; = logio(Sj (fx)) = 0+0.6, corresponding to one standard
deviation ranges of S (fx) ~ 0.25 — 4. It is worth noting that in the past application (Grendas et
al., 2018) of the algorithm of Drouet et al., (2008a), the reference condition was considered as the
average value of these five site amplification factors, sji, in the entire frequency range, to be equal
to 1. Moreover, as in the previous inversion, a crustal amplification generic rock velocity profile
with Vs3o = 2000 m/s (Boore and Joyner, 1997) was also included to the site amplification factors.
Finally, the a priori covariance values of the data were considered to be 0.3, based on a typical
average to maximum standard deviation of the smoothed Fourier spectra computation with respect
to the directly computed FAS by the Fourier Transform.

In this study 50 iterations of the inversion algorithm were implemented, to achieve the final
model parameter solution presented below. The computed moment magnitudes (Appendix I) are
presented in Figure 19a in comparison to the corresponding ones as determined from seismic
catalogues (details in Grendas et al., 2018). In Figure 19a, the same results computed by Grendas
et al., (2018) for the same data set, are also presented. Corner frequencies, f., (Appendix I) are
shown in Figure 19b in comparison to the computed M,,, indicating a geometric mean Brune’s
stress drop (Eq. [15]) of 26 bar (the one standard deviation range in logarithmic scale is 11 to
59 bar,), lower than the corresponding one computed by Grendas et al., (2018), (Ac = 54 bar, with
the one standard deviation range between 17 to 166 bar). The Ac; values computed in this study
do not present extreme cases (e.g. Ao; > 1000), in comparison to the previous study, even though
the initial standard deviation of Ao was very high (Ac ==+1500) and the corresponding one of the
corner frequencies were significantly higher in this study (=1500) than in the previous one (+5).

Regarding the geometrical spreading factor, the computed gamma, y,(7;;) parameters
(Table 3) present a negligible increase from 1.10 to 1.12 for hypocentral distances 20-120 km and
then a reduction from 1.12 to 1.05 for hypocentral distances 120-350 km. These values are
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comparable to the average one (y = 1.15) computed by Grendas et al., (2018) for the same dataset,
exhibiting lower deviation from the characteristic spherical geometrical spreading (y = 1).

Brune's stress drop (Ao)
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Figure 19. (a) The computed from the inversion moment magnitudes, M,,, compared to the catalogue ones
and (b) the computed from the inversion corner frequencies, f, compared to the corresponding computed
M,,. Blue points correspond to this study, while red points to the previous study by Grendas et al., (2018)
using the same dataset.

Table 3. The values of gamma (y;) parameter Eq. [7] computed by the new inversion algorithm. Their
values at the initial parameter model were y;, = 1.0 £0.5 for all the distance ranges.

Range (h) of Gamma (yp) Number Range of Gamma (y3) Number
distances (inversion) of distances (inversion) of

(km) Records (km) Records
20-40 1.0998+0.0067 123 180-200 1.1078+0.0084 366
40-60 1.0990+0.0066 142 200-220 1.1008+0.0089 355
60-80 1.1134+0.0065 212 220-240 1.0920+0.0094 311
80-100 1.1134+0.0067 284 240-260 1.0850+0.0099 302
100-120 1.1179+0.0069 392 260-280 1.0828+0.0104 218
120-140 1.1130+0.0072 315 280-300 1.0807+0.0110 276
140-160 1.1132+0.0076 318 300-320 1.0693+0.0116 133
160-180 1.1100+0.0080 332 320-350 1.0537+0.0122 125

Anelastic attenuation factors Qs and a;, (Eq. [8]) were computed for the 216 sub-areas , of

the total 285 in Figure 18 and they are given in Appendix J. Based on the inverted Qs and a;,
values at each sub-area, the frequency dependent quality factors Qg (fi) = anff;1 " were computed
for three characteristic frequencies 0.5 Hz, 1 Hz and 5 Hz and the results are presented in Figure
20a,d,g, respectively. For the decimal logarithms of these values (logio(Qs,,(fx) the Coefficients

of Variation, CV (%) were also computed for frequencies 0.5 Hz, 1 Hz and 5 Hz (Figure 20b,e,h,
respectively) based on the corresponding logarithmic standard deviation (Appendix J), indicating
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the reliability of these values. It is obvious that the lower CV (closer to zero, i.e. higher reliability)
values are related to the higher density of the ray paths (Figure 18). Reasonably, the inverted
“logi0(Qs,, (fi)” values with CV > 10%, present relatively high variation and their level of
reliability is low. Based on the above, the “smoothed” maps (Figure 20¢,f,i) of the corresponding
maps depicted in Figure 20a,d,g, were compiled using the Q; (fx), data of the sub-areas with
CV < 10%. The smoothing process was based on a Gauss filter of 0.25° (degrees), so that each cell
(0.5° x0.5°) being affected by the “neighboring” cells.

These “smoothed” maps of the Q5 (fi) distribution (Figure 20¢,f,i), are presented only for
visual reasons showing the “trend” of its spatial distribution. Short variations (~70-120) of Qs
(1 Hz) in comparison to the average 97.6 (Grendas et al., 2018) appears on the Greek mainland,
while slightly lower values (higher attenuation) are presented towards the back-arc area (~30-70).
Low values (~55) at 1 Hz were also observed by Polatidis et al., (2003) for the back-arc area,
studying S-waves records for hypocentral distances 65-515 km.

High attenuation Q4(f) values (30 -360) of the upper crust of the continental Greece, were
also observed by Hatzidimitriou et al., (1993), using strong motion data. Lower attenuation
(Qs =400) for the upper 40 km crust of the broader Aegean area was observed by Hashida et al.,
(1988) using macroseismic data (> ~1 Hz), while high attenuation (Q; = 60) was determined for
the Northeast Aegean, in satisfactory agreement with the results of the present study. Similar lower
attenuation (Qg = 350£140) was also estimated for the upper 20 km crust of the broader Greek
area, by Papazachos (1992) also based on macroseismic data, while Kovachev et al., (1991) found
Qs =200-300 for frequencies around 8 Hz at the sea of Crete, in satisfactory agreement with the
corresponding results of this study.

The inverted site Transfer Functions (TF) of this study (Figure 21) are in good agreement
with the corresponding ones determined by Grendas et al., (2018) for the same dataset, with a few
differences, which indicate improvement of Sj;(f) factors. This may be due to the following
reasons: (i) A better agreement of the well-known, surface rock station SEIS used as a reference
one (no amplification). This is quite encouraging taking into account that its standard deviation in
the initial parameter inversion model was quite high (one std of amplification range is 0.25 to 4)
to restrict it to S (fx) = 1. In addition, the rest 6 stations (ITS1, KLR1, LSMO0, PLA1, PRFO,
STLT1) located close to SEIS in the wider sedimentary basin of Thessaloniki, present amplifications
similar to their SSR (Figure 21) computed from this dataset using SEIS as reference station. The
same is observed for the ATHS reference station and the other 6 stations (MOS1, PER1, PIR1,2,3,
KIF1) located close to it in the wider sedimentary basin of Athens. (ii) A non-negligible indication
of improvement of the new Sj.(f) estimation, is that the majority of the sites present
amplifications equal or higher than those corresponding to S-waves Horizontal-to-Vertical
Spectral ratio (Figure 21) computed from this dataset (Grendas et al., 2018). Such an observation
is in agreement with a similar one by Haghshenas et al., (2008). However, a few sites present
amplification lower than the HVSR. The amplification of these sites remains an issue which is
probably related to local peculiarities (e.g. low amplification of vertical component) that couldn’t
be modeled by the attenuation model of this GIT application.
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Figure 20. Three groups (in lines) of maps corresponding to the computed Qs,, (f) (Appendix J, Eq. [7])

for frequencies f, =0.5, 1 and 5 Hz, respectively. The 1st column maps (a,d,g) show the computed
Qs,, (fi) for the 216 sub-areas. The 2™ column maps (b,e,h) show the spatial distribution of the Coefficients

of Variation, CV (%)for these Qs (fi), in relation to their computed standard deviation. The 3™ column

maps (¢,f,i) show the smoothed spatial distribution of the @, (fi), taking into account only the sub-areas
with CV < 10%.
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Figure 21. Site Amplification Factors S;(fx) computed in this study (blue lines) and in the previous study

of Grendas et al., (2018) (black lines), as well as the S-wave HVSR (red line) of the examined dataset and
the SSR function (green line) for 12 sites (details into the text), as has been determined by Grendas et al.,
(2018).
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Figure 21. (continued)
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The Residuals (Figure 22a) between the logarithmic values of the real spectra, Zp,,
(Eq. [9] and [10]) and the corresponding spectra, Z(my)p as computed by the inverted model
parameters, my,, are normally distributed around zero (Figure 22b), with a standard deviation of
0.2275, which is ~9% lower than the corresponding one (0.25) determined by Grendas et al.,
(2018).
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Figure 22. (a) Residuals between the logarithmic values of the real spectra, Zp.., ., (Eq. [10]) and the

corresponding spectra, Z(my)p (Eq. [10]). (b) The distribution of the residuals of Figure 22a (normal with
standard deviation = 0.2275).
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3.3.3 GIT Algorithm Application to Real Data (western Greece)

The new GIT algorithm, which was used for the data corresponding to western Greece, was
based on the following initial model parameters, my,, ... Regarding the initial seismic moment

magnitudes, M,, of all the 180 earthquakes used (Figure 5), it was considered M,, = M;, where
M; is the local magnitude computed by the Seismological Station of Aristotle University of
Thessaloniki (AUTh-SS) (http://geophysics.geo.auth.gr/ss), as given in Appendix B. Their initial
standard deviations were considered equal to 0.2 given by AUTh-SS. Their corresponding initial
corner frequencies values, f. were determined by Eq. [2] for 4o = 1 bar, based on Eq. [3] and on
the initial M,, values. Since, f. values are unknown for all earthquakes, their initial standard
deviations were considered quite high (a5, = 5000) so that to be almost unweighted (Eq. [11]) and

free to be investigated.

Regarding the geometrical spreading factor, 28 distance dependent gamma, y;, (ri j) (Eq. [7D
parameters were a priori defined with initial values 1 + 0.5, for the distance ranges given in Table
4. For the anelastic attenuation factor the total area was divided into n =420 cells (sub-areas) of
0.1°x 0.1° (Figure 5) (Longitude: 20.1°- 22.2° and Latitude: 37.4°-39.4°), for which the logi0(Cs,,)
and the logio(a,) were investigated with initial values logio(100) + logio(6) (std @, range: 16.6-
600) and logi0(0.3) + logio(3) (std a, range: 0.1-0.9), respectively.

For the unknown site amplification factors, Sj;(fx) of each site (both for vertical and
horizontal component), the logio[S;(fy)] parameters were investigated, with initial values 0+3. In
other words, no amplification was initially considered for all the sites (S;(f;) = 1), with a large
range of investigated amplification from 0.001 to 1000 times.

A reference condition was also used to control the scaling of the estimated site and
geometrical spreading factors of the inversion, where a trade-off between them is usually expected,
as observed by the application of GIT algorithm in synthetic data, mentioned earlier in this chapter.
More specifically, the VSK1 and CKWP stations, which are installed on surface rock sites
(Appendix C), were chosen as reference sites under three considerations mentioned directly below
and which are related to their deviation from a real, high shear wave velocity (Vs ~ 3500 m/s for
pure hard rock) reference site.

Firstly, since the shear wave velocity of the first 30 m depth at these two stations (VSK1 and
CKWP), is Vs3o0 ~ 1180 m/s (Margaris et al., 2021) and Vs3o = 700-800 m/s (Theodoulidis et al.,
2018), respectively, this characterizes them as rock sites with moderate weathering, corresponding
to the category “B” according to the U.S. National Earthquake Hazard Reduction Program
(NEHRP, https://www.nehrp.gov/) classification. Therefore, they cannot directly be considered as
hard rock reference sites (free of amplification). For this reason a so-called crustal amplification
for generic rock sites, is normally expected at these bedrock outcrops, as has been introduced by
Boore and Joyner, (1997), based on the seismic impedance phenomenon and considering
theoretical shear wave velocity profiles with depth, from the high velocity bedrock to the surface.
This average generic amplification initially determined by Boore and Joyner, (1997) and modified
by Margaris and Boore, (1998), is given in Table 5. According to Boore and Joyner, (1997), in
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some cases this generic amplification could exceed a factor of 3.5 at high frequencies. In addition,
together with the generic amplification effect, a standard attenuation (damping) effect of the S-
waves during their propagation from the bedrock to the outcrop, also takes place, mainly for the
higher frequencies, as has been outlined by Boore and Joyner, (1997). This effect is empirically
expressed by the distance independent factor “exp(-zx,f)”, controlled by the site dependent, x,
parameter, which corresponds to the zero-distance intercept of the high frequency decay
parameter, x, introduced by Anderson and Hough, (1984). Moreover, independently of the
theoretically expected unattenuated, generic amplification and the simultaneously high frequency
attenuation effect, the surface “reference” sites can also have a site response of their own above
~ 2 to 5 Hz because of the near-surface weathering, controlled by a factor of 2 to 4, depending on
frequency and site (Steidl et al., 1996). Based on the three above considerations, the following
strategy was applied so that to use VSK1 and CKWP stations, as “true” reference sites.

Table 4. The 28 different distant dependent gamma, yj, (ri j) parameters (Eq. [7]), a priori defined to be
studied and computed by the inversion, corresponding to the S-wave records, the hypocentral distance of
which lies on the specific distant range, “Range-r;;”. Their computed standard error of the average

143 (ri j)values, gy, and the Number of Records (both vertical and single horizontal Eq. [4]) used at each
“Range-1y;”, are also given.

Sja(tllfne) NoR v(ry) | o h iia(mk% NoR (1) | o
12-20 298 0.979 0.006 15 85-90 184 0.895 0.008
20-25 308 0.977 0.005 16 90-95 112 0.884 0.008
25-30 290 0.979 0.006 17 95-100 163 0.873 0.008
30-35 192 0.976 0.006 18 100-105 150 0.870 0.009
35-40 390 0.971 0.006 19 105-110 155 0.857 0.009
40-45 290 0.960 0.006 20 110-115 176 0.849 0.009
45-50 170 0.960 0.006 21 115-120 124 0.845 0.009
50-55 212 0.947 0.006 22 120-125 112 0.829 0.010
55-60 220 0.948 0.006 23 125-130 120 0.819 0.010
60-65 318 0.946 0.006 24 130-135 104 0.817 0.010
65-70 154 0.937 0.007 25 135-140 106 0.804 0.011
70-75 210 0.927 0.007 26 140-160 130 0.791 0.011
75-80 266 0.912 0.007 27 160-180 30 0.766 0.013
80-85 194 0.902 0.007 28 180-195 8 0.769 0.017

ool mlale|eRo|u|sw(— =

The non-intense but non-negligible generic amplification (Table 5) corresponding to
“average” soft rock site, was firstly removed from the data, A4;;(fi) (Eq. [7]) corresponding only
to the horizontal component records retrieved at the two rock stations (VSK1 and CKWP), before
the GIT application. In this way, the reference character (free of amplification) for the horizontal
component of these two stations is a more reasonable condition to be considered. However,
because this site spectral amplification is not the absolute computed one for these sites, as
mentioned above, their site amplification factor, logio[S;(fx)] (Eq. [8]), in the initial model
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parameter matrix, my, .., (Eq. [9]) was considered as 0+0.5. In other words, these two rock sites
were considered as free of amplification (S;(f) = 1), after the generic amplification removal. The
deviation range of S;(f}) defined by x/+3, corresponding to the 0+0.5 of its logarithmic value, is
allowed to be investigated, accounting for the uncertainties of the considered generic
amplification, as well as for the extra site response related to the near-surface weathering.
Moreover, this deviation range is used for the expected high frequency spectral amplitude
attenuation, mentioned above, which is unknown for both stations, but is not expected to be
intense.

Table 5. The generic amplification factor per each frequency, for the site Class “B” of the NEHRP site
classification, as given by Margaris and Boore, (1998) (modification to the one given by Boore and
Joyner, (1997).

Freq. (Hz) | Ampl.
0.01 1
0.09 1.21
0.16 1.32
0.51 1.59
0.84 1.77
1.25 1.96
2.26 2.25
3.17 242
6.05 2.7
16.6 3.25
61.2 4.15

Finally, at this GIT application, the initial standard deviation, op (Eq.[11]), of the
logarithmic data (Zp,,,, Eq. [9]), was considered equal to 0.3, due to the smoothing procedure
applied on the initial computed Fourier Amplitudes of the S-waves from the Fast Fourier
Transform. By this o, the potential deviations of the mathematical functions in Eq. [7] with the
actual “models” that control the physical procedures of source, attenuation and site effects, are
attempted to be “absorbed”, to some level.

In Figure 23a the moment magnitudes, M,,, computed based on the computed from the
inversion seismic moments, M, and on Eq.[3], are compared to the corresponding, local
magnitudes, M;, given in Appendix B. A satisfactory agreement between each other, with a low
trend of M,, underestimation in higher magnitudes (maximum 0.1 difference for M; =5.1), is
observed. Moreover, a low RMS = 0.18 (Figure 23a) comparable to the routinely computed local
magnitude standard error gy, = 0.2, was determined, with a low enough gy, = 0.09. Comparing
the M,, computed from the inversion (Figure 23b) to those given in catalogues (Appendix B)
(where available, mainly for earthquakes with M,, > 4), it is clear that a good agreement between
them is observed, taking also into account the typical + 0.2 standard deviation of the latter. This
agreement confirms the reliable operation of the algorithm, in computing moment magnitudes.
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In Figure 23c the M,, and the corner frequencies, f. computed from the GIT are compared.
Taking ‘into account their logarithmic regression analysis (equation within Figure 23¢) and the
theoretical computed values of the f,. for stress drop, 4 = 1, 10, 100 and 1000 bar (based on
Eq. [2]), a low trend of Ao increase, as the M,, is increased, is observed. More specifically a
geometric mean Ao =~5.8 bar (std range 2.4-14.3 bar) up to 4o =~54.5 bar (std range 22.2-
133.7 bar) is estimated, for the M,, range of 2.5 to 5.2. The average, Ao = 15 bar (in logarithmic
scale) (Figure 24a) of all the indirectly computed Ao values (based on Eq. [15], Appendix B),
with a standard deviation range from 5.8 to 40 bar (the 85% of the earthquakes, Figure 24c),
represents a relatively low to moderate stress drop regime dominating this region for this range of
earthquake magnitudes (M,, = 2.5-5.2). It’s worth noting that all A values lie between ~0.9 bar
and ~209 bar, where the 96.6% of the earthquakes lie between ~2.2 and ~104 bar, which is the
range of two standard deviations in logarithmic scale.
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Figure 23. (a) The computed from inversion M,, versus the M; from the catalogue (Appendix B). The
linear regression equation (black line) and its standard deviation (black dashed line) are also shown. With
grey line the bisectrix is shown. (b) M,, (inv.) vs M,, (from catalogue, where available, Appendix B) (c).
The computed from inversion M,, versus the corner frequencies, f.. The logarithmic regression analysis
(black line) equation is also given (and its standard deviation, black dashed line). The black parallel dashed
lines represent the theoretical corner frequencies with stress drop, Ao values equal to 1, 10, 100 and

1000 bar, according to Eq. [2].

These values, even though they present a distribution around the average of 15 bar, may not
be related with a standard stress drop regime, that fully dominates the seismotectonic properties of
this area. The focal mechanisms of the seismic sources, may control the amount of stress drop, as
has been outlined by Margaris and Hatzidimitriou, (2002) for the broader Aegean area. They
found typically moderate, Ao values (55 £ 16 bar), for moderate to large magnitude earthquakes,
occurred on normal and strike slip faults and higher values (257 + 49 bar) for reverse faults.
Similar average (~ 56 bar), Ao value has been determined by Margaris and Boore, (1998) for
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moderate to large magnitude earthquakes for the same area, mainly associated to earthquakes of
normal and strike slip faults, with Ao values ranging between 48 and 63 bar. The above Ao ranges
are comparable to the “average” estimated one in this study for the higher computed moment
magnitude earthquake, M,, = 5.2 (Ao = ~54.5 bar, std range 22.2-133.7 bar, Figure 23c¢). Grendas
et al., (2018), investigating moderate to large magnitude earthquakes (4.2-6.5), concluded to a
similar average, Ao = 54 bar, value, for the broader Aegean area, with a standard deviation range
between 17 to 166 bar, including the variation of the stress drop due to the different focal
mechanisms. In the previous section, based on the same dataset of Grendas et al., (2018), the
average stress drop has been re-determined to 26 bar, with a standard deviation range between 11
and 59 bar.

Regarding the attenuation factors, the geometrical spreading coefficient indicate a slightly
weaker attenuation, from short (12 km) to longer (~200 km) hypocentral distances, which is shown
by the decrease, of the computed by the inversion, gamma, y,,(;;) (Eq. [7]) values (Table 4) with
distance, as presented in Figure 25a. This decrease is defined, on average, from y =0.98 to
y =0.77 for distances 12 km - 200 km, respectively, between the theoretical spherical geometrical
spreading, (y = 1) and the cylindrical one (y = 0.5). These gamma values present a slightly lower
geometrical spreading coefficient than those determined above in this chapter from the GIT
application for the broader Aegean region, where yj(r;) is decreased from 1.1 to 1.05 for
hypocentral distances between 12 km and 350 km, respectively.

107 | ey o= 104 bar
[ . 1
[ o
t .: e :,.*. e |
----------------- woooo Sy ocesgoseygenamasoool 40 bar
l e ." -" |
(G.M)
15 bar
<f o
[ L) 4 @ ]
bmmmmmce e agm = U PRV - S - S 58b
‘ --..:‘...if.. . i .8 bar
.. {
[ ]
Se— | 22bar
L]
10°} °
2 25 3 35 4 45 5 5.5 0 5 10 15 20
(a) M,, (inversion) (b) number of Ao values

Figure 24. (a) The stress drop, Ao values computed based on Eq. [15] and on the M,,, and f. computed by
the GIT in this study (Appendix B). The geometric mean (G.M.) and the corresponding ranges of one and
two standard deviations (in logarithmic scale), where the 84.4% and 95.5% of the earthquakes are included,
respectively. (b) The histogram, corresponding to the Aa values of Figure 24a.

The anelastic attenuation factors, logio(Qs,,) and logio(a,,) (Eq. [7]), were computed for 275
cells (Appendix K, Figure 26) from the 406, initially defined ones (0.1° x 0.1°) of Figure 5, where
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ray paths passed through them. In Figure 27a,d,g the indirectly computed Qg (f), for the

frequencies, f= 0.5, 1 and 5 Hz, are presented. Moreover, the coefficient of variation, CV (%) for
these @, (f) values, based on the computed from the inversion logio(Qs,,) and logio(a,) (Eq. [7])

and on their corresponding standard deviation, were determined (Figure 27b,e,h).
In Figure 27¢,f,i, the smoothed, by a Gaussian filter of 0.2°, Q. (f) values are presented,

only for cells with CV <15% (Figure 27b,e,h). In Figure 27e (Q,, (1) = Qs,) the quality

factor, Q varies mainly between 22.5 and 90.5, which is its standard deviation range, representing
the 74.6% of the total number of Q,, for which CV < 15%. The geometric mean of Q, is 45 (11.2-
182, two standard deviations range, including the 94.4% of the data). A few anomalies of strong
anelastic attenuation (6.5 < Qg < 11.2, 4 cells) or weak enough (182 < Q4 <461, 6 cells) are also
observed. The 75% of the Qg values (22.5-90.5), dominating this region indicate a relevant high
anelastic attenuation (< 100) in agreement to the average Q5 ~ 55, computed by Polatidis et al.,
(2003) for the Hellenic back-arc area, as well as to the average ~ 98 determined by Grendas et al.,
(2018), for the broader Aegean area. Moreover these values (22.5-90.5) agree with an average
range (70-120) computed above in this chapter from the new GIT algorithm application (Figure
20d, Appendix J) with the same dataset of Grendas et al., (2018). Tselentis, (1998) studying coda
wave records in western Greece, found an average quality factor ~157, corresponding to the
intrinsic attenuation. This moderate to high value is expected to be higher than the corresponding
S-waves one, as has been found for the coda waves by Baskoutas et al., 2000 and Hatzidimitriou
et al., 1993), in northern Greece.
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Figure 25. (a) The computed from the inversion gamma factors, yj (ri j) (Eq. [7], Table 4) versus the
corresponding hypocentral distance, 735, and the histogram presenting the number of records (n.o.Rec) at

each distance range. (b) The log-data, (Z, Eq. [10]) misfit computed at each one of the 80 inversion
iterations (“zooming” of this figure from the 17th iteration and beyond, is also presented).

68



Regarding the site factors (site effects), computed from the inversion, for each station, j and
for each component (horizontal and vertical), the average S;(fy) (Eq.[7]) and their standard
deviation range are presented in Figure 28. It’s worth noting that the S;(fy) of the horizontal
components, computed for the “reference” considered sites, VSK1h and CKWPh, (“h” the index
for the horizontal component), for which the corresponding data A;;(f;) (Eq. [7]) were corrected
(divided) before the inversion by the corresponding generic amplification factor (Table 5), are
inversely re-corrected (multiplied) for this factor (Figure 28) so that to correspond to the real-
uncorrected data. In this way all the presented S;(fy) of Figure 28, are purely the S;(fy) factors
that correspond to Eq. [7] and substantially include the corresponding at each site, unknown
generic amplification and high frequency attenuation, as explained above in this sub-chapter in the
reference station choice strategy. Taking into account that the reference considered sites, VSK1h
and CKWPh, were allowed to be inverted (logi0S;(fy) = 0£0.5, S;(fi) = 1x/+3), with respect to
the generic amplification curve (Table 5, Figure 28), it seems that the computed S;(f}) for these
two stations do not significantly diverge from the generic amplification (at rock sites), as it is
observed in Figure 28. In other words, the generic amplification determined by Boore and Joyner,
(1997) and modified by Margaris and Boore, (1998), for the surface rock sites of class “B” (Table
5) in NEHRP classification, seems to be an appropriate approach of the S;(fj) for the horizontal
component, assuming that the expected high frequency attenuation is not intense up to the
maximum examined frequency (15.1 Hz).

Regarding the S;(f;) of the vertical components, it should be reminded that they include the
v/ Bs/as factor (< 1) (Eq. [6]), which satisfy the obtained de-amplifications at several frequencies
(Figure 28). The horizontal to vertical spectral ratios (HVSR), computed from the same S-wave
record dataset used in the inversion (Appendix L), are compared to the S;(f) factors (Figure 28).
What can be observed is that all the S;(f;) curves of the horizontal components are equal or higher
than the corresponding HVSR ones, revealing the resonance frequencies, as they are also obtained
by the HVSR curves. Moreover, a quality observation for the S;(f) of the vertical components is
that they follow a trend of spectral amplification between the fundamental frequency and the 2™
dominant one, presented at HVSR curves (e.g. CK0, CK6, CK15, CK40, ARG2, LXR1, VAS2,
LEF2, PYR2, in Figure 28). In Figure 28, the S;(f) computed in this subchapter, based on the
dataset of western Greece are compared to the corresponding ones computed at the previous sub-
chapter, based on the GIT application at the dataset of Grendas et al., (2018) for the broader
Aegean area. These two groups of S;(fy,) results for these two GIT applications are in satisfying
agreement in shape, but a slightly higher amplification of the first group, in some cases, is
observed. This amplification seems to correct some de-amplification effects in S;(f) of the second
group of results, that are probably related to the more “poor” attenuation factor analysis of the
second group (Figure 12), with respect to the most targeted one for the area of western Greece
(Figure 18).

The computed from this inversion application, S;(fy) factors of the 5 borehole ARGONET
stations (CKO0, CK6, CK15, CK40 and CK83) and of the ARG2 station located in Argostoli town
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in Cephalonia island (close to ARGONET) are compared to the corresponding S;(f;) estimated
by Grendas et al, (2021c) (Figure 28), applying the Standard Spectral Ratio technique
(Borcherdt, 1970), with respect to the nearby surface rock site, CKWP. These computed SSRs are
“corrected” here by multiplying them with the computed from the inversion, S;(fy) of the CKWP
station (Figure 28), so that the SSRs and the S;(f}) of the 6 stations mentioned above, computed
from the inversion, to be comparable.

Regarding the reliability of the inverted model parameter matrix, my, (Eq. [9]) solution, the
inversion algorithm converged to stable, m,,, after ~ 43 iterations (Figure 25b), with the misfit
between real, Zj,_, ., and synthetic, Z(my,)p data (Eq. [10]), reaching a minimum ~ 0.182, same
as the last (80") inversion iteration (Figure 25b). In Figure 29a, the residuals of the misfit
quantity, Zp_ ., - Z(my)p (Eq. [10]), are presented and a normal distribution around zero is
observed (Figure 29b). Moreover, it is worth noting that the average value of all the groups of
residuals, grouped in hyponentral distances of 2 km range, from 12 km up to 200 km (Figure 29a),
lie very close to zero, while the 70.3%, 95% and 99.4% of the total number of data lie between
+0.182, £0.365 and +£0.548, respectively (Figure 25b).

Based on the real data A; j (fi) (Eq. [7]), as well as on the computed from the inversion non-
parametric site factors (Figure 28) and attenuation model (yh(ri j), Table 4, Figure 25a and
Qs,(f) parameters, Figure 27, Appendix K), the non-parametric source spectrum of each
earthquake, was computed, solving Eq. [7], as the results in the example of Figure 30 (grey lines).
The geometric mean values (e.g. Figure 30, black lines) and the corresponding standard deviation,
were separately computed per each frequency, concluding to an “average” non-parametric source
factor (Appendix M). The average (in logarithmic scale) Root Mean Square (log10RMS) of these
source spectra is 0.158 with std = 0.033, based on the computed logio0RMS of each earthquake
(Appendix B). Finally, based on these average, non-parametric source spectra (Appendix M) and
on the already computed from the GIT site and attenuation factors, new synthetic data, Z(my,)p
were computed according to Eq. [7], resulting to a new average data misfit (Eq. [10]), equal to
0.169, which is the final misfit, representing the inversion of this study.

50 100 150 200 250 300 5 10 15 20 25 30
Num. of Cell Num. of Data
Figure 26. (a) The 275 Q,,, computed for each cell “n” of Figure 5, in blue and red points for the
corresponding CV(%) <15 and =15. (b) The histogram of the reliable considered logi0(Q,,) with

CV <15 %. The average Q,,, value in logarithmic scale and the corresponding standard deviation range,
are also depicted.
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Figure 27. Three lines of maps corresponding to the computed Qs (f) (Appendix K, Eq.[7]) for
frequencies 0.5, 1 and 5 Hz, respectively. The maps of the 1st column (a,d,g) show the computed Qs (f)

for the 275 (total 406) sub-areas. The maps of the 2nd column (b,e,h) show the coefficient of variation,
CV (%) for these Qg (f), in relation to their computed standard deviation. The maps of the 3rd column

(c.f,i) represent the smoothed maps of the 1st column (a,d,g), respectively, taking into account only cells
where CV < 15%.
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Figure 28. The 24 site amplification factors (black lines), S;(f) (Eq. [7]), computed in this study, for each
station, j (Appendix C) and for each component (horizontal, “STATIONh” and vertical, “STATIONV”,
left and right columns, respectively) and the corresponding HVSR (red) (Appendix L). The horizontal
components S;(fy) (blue) computed previously in this chapter (Figure 21), for the broader Aegean region
dataset, the SSR (green) of the horizontal components of the ARGONET stations (CK..), and ARG2,
computed by Grendas et al., (2021c) and the generic amplification (purple) of site Class “B” (Table 5) are
also shown.
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Figure 28. (continued)

73



= N
o o

Amplification
n (8]

f
w

= N
O o o

Amplification
%)

o 4
w

= N
o o

Amplification
N [8)]

L
w

-
9o o

Amplification
no

e
w

= N
o o

Amplification
= N [8)]

o
I3

= N
o o

Amplification
A (&)

[
w

0.2

Frequency (Hz) Frequency (Hz)

Figure 28. (continued)

74



= N
o o

Amplification
n (8]

f
w

= N
O o o

Amplification
%)

o 4
w

= N
o o

Amplification
N [8)]

L
w

20

Amplification

—_
o

Amplification
= N [8)]

o
I3

= N
o o

Amplification
A (&)

[
w

Frequency (Hz) Frequency (Hz)

Figure 28. (continued)

75



Finally, the residuals of the misfit quantity, Zp_, ., - Z(my)p (Eq. [10]), for the data depicted
in Figure 29a, have been plotted separately for each frequency (Figure 31), showing the same,
distribution around zero (Figure 32). The corresponding standard deviations at each frequency,
range between ~0.158 and 0.22 as presented in Figure 32, where the higher standard deviations
(> ~ 0.2) are observed for the lower frequencies (f < 0.8 Hz), while a decrease of the standard
deviations (from 0.2 down to 0.158) is obtained with frequency increase up to ~10 Hz. A short
trend of standard deviation increase is also observed for f>~10 Hz. In addition, the lower the
number of data used, the higher the standard deviation (Figure 32).
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Figure 29. (a) The residuals “Zp_ ., - Z(my)p” (Eq. [10]) of each data (grey points) and the average
values (black points) and their standard deviation (error bars) of all the groups of residuals, corresponding
to 2 km intervals, computed for all the hypocentral distance range (12-200 km). (b) Histogram
corresponding to the distribution of the residuals of Figure 29a. The one, two and three standard deviation
(std) ranges (dashed and dotted lines) and their corresponding values, are presented, including the 70.3%,
95% and 99.4% of the total Number of Data (NoData).
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Figure 30. Three examples of the (post-inversion) computed (from Eq. [7]) (details into the text) non-
parametric source spectra (grey lines), for each S-wave FAS of three earthquakes of Appendix B. With
black lines the average values (in logarithmic scale) and their standard deviation (black dashed lines) are
presented. With red lines the corresponding parametric source spectra, computed from the inversion based
on Brune’s source model (Eq. [7]) (Brune, 1970) and the calculated seismic moment, M,, and corner
frequency, f., are shown.
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Figure 31. The residuals, Zp_., ., - Z(my)p (Eq. [10]) of Figure 29, corresponding to each discrete
frequency of the 37 examined in this study (black points), versus the hypocentral distance. The
corresponding average and +std values are depicted in solid and dashed red lines, respectively.
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Figure 32. (bottom) The average (black points) residual values corresponding to each frequency separately
and the corresponding standard deviation (red points), based on the values of Figure 31. (top) The number
of Data (noD) of the Residuals (Figure 29a) corresponding to each discrete frequency, regarding the bottom

figure and the values in Figure 31.
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4 SITE AMPLIFICATION FACTOR (SAF) ESTIMATION
BASED ON SPECTRAL FACTORIZATION OF CODA WAVES
(SFC): DEVELOPMENT, APPLICATION AND VALIDATION
OF A NEW ALGORITHM

4.1 Introduction

The main goal attempted to be achieved in this chapter refers to the introduction of a
technique aiming at the Site Amplification Factor, (SAF (f)), estimation. This technique is based
mostly on the minimum phase Source Time Function (mpSTF) estimation methodology
introduced by Sébe et al., (2018) and partially on the rationale of the broadly used in seismology
Standard Spectral Ratio (SSR) (Borcherdt, 1970) technique. Briefly, the mpSTF estimation
methodology of small to moderate magnitude earthquakes (Sébe et al., 2018), for which the STF
is not complicated, corresponds to the real STF and is based on the Spectral Factorization Method
of Coda waves (SFC). This method has the advantage that can be applied on a single station
earthquake record. The existence of the distance independent site effect into the coda wave records,
as outlined in the Introduction (ch. 1), implies that the estimated STF includes the SAF (f) factor
for the examined site, and consequently the STF is more suitable to be referred as apparent STF.
Based on this consideration and assuming that no significant effects of the source directivity exist
for the low-to-moderate magnitude earthquakes (i.e. the STF is independent of the seismic source
azimuth and expected to be same in all examined sites), the comparison of two apparent STFs
estimated for the same seismic source in two stations, should reveal their relevant SAF (f). In the
specific case where one of the stations is considered as reference, as in the application of SSR
technique, their relevant SAF (f) should correspond to the SAF (f) of the target site.

The analysis of the apparent STF in terms of Fourier Amplitude Spectrum (FAS), to the real
STF(f) and to the SAF(f), and the way of SAF(f) computation based on the comparison of the
apparent STFs at two sites, are the main issues analyzed in this chapter. In addition, the
investigation of the two assumptions, mentioned above (i.e. the existence of the distance
independent site effect in coda wave records and the absence of significant effects related to the
source directivity), is also an issue examined in this chapter.

For the needs of the apparent STF analysis here and of its use in the SAF (f) estimation in a
target site, a new SFC algorithm was developed, modifying that developed by Sébe et al., (2018).
The intent of this new algorithm development is to satisfy several modifications and general
optimization of the Sébe et al., (2018) algorithm. Moreover, error propagation is attempted to be
estimated from the data of the apparent STF and consequently of the SAF(f), controlling the
reliability of the results. In this chapter, the new SFC algorithm is applied using records of two
groups of earthquakes occurred at two areas of different seismotectonic regimes (western Greece,
Figure 7 and southeastern France, Figure 8) and of different level of seismicity (high and low to
moderate, respectively). During the apparent STF analysis and SAF(f) estimation study, the
comparison between the SAF (f) effect of an input wavelet at a reference and a target site, in time
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domain, SAF (t), is also investigated in this chapter, revealing some main characteristics of source
wavelet amplification and lengthening caused by the SAF (t) effect.

Finally, the wvalidity and reliability of the minimum phase mpSTF computation for 4
earthquakes of moderate to large magnitudes (M,,~4, 5, 6, 7), is investigated in this chapter. The
latter is carried out aiming at further understanding the potential of the SFC method in estimating
the real STF of the large magnitude earthquakes, for which the isotropic source radiation pattern
scenario and the minimum phase assumption, are not absolutely realistic and reasonable
assumptions.

4.2 Methodology

The flowchart described in Table 6 presents a total of ten steps, nine of which are related to
the prior computation of the minimum phase mpSTF and the last one is referred to the SAF (f)
estimation at the target site. While the overall approach of the STF computation follows directly
the methodology of Sébe et al., (2018), several of the computation steps, presented here actually
refer to some modifications. These modifications include details on tricky steps of the STF
computation, as well as the assessment of its uncertainties and consequently the uncertainties of
the SAF (f) estimation.

Modifications of the new developed SFC algorithm, presented in this study, can be
summarized in the following steps: (a) an alternative approach regarding the initial selection of
coda wave window on the basis of signal-to-noise ratio, (b) a slightly different strategy followed
for the derivation of the coda-Q quality factor and the stationarization of the considered coda
window, (c) a slightly different (but equivalent) implementation of the retrieval of the minimum
phase Source Time Function (mpSTF) from the corrected coda waveform, (d) correction of the
low frequency mpSTF part, and scaling, with respect to seismic moment, M, and (e) tracking the
propagation of uncertainties from the initial data to the estimated mpSTF and M,,. The last one is
necessary for ensuring the robustness and reliability of SAF(f) estimates, assessing the associated
uncertainties, and thus evaluating the applicability potential of the proposed estimation technique.

Following the flowchart (Table 6) of the SAF(f) estimation technique, the ten steps are
described below at each sub-chapter, along with their mathematical and physical basis.

Table 6. Flowchart of the Site Amplification Factor, SAF(f) estimation at a target site, after modification
of the Sébe et al., (2018) STF estimation methodology.

1) Signal pre-processing (at each component of seismic record) (ch. 4.2.1).

2) Selection of Coda wave window with satisfactory frequency band-width signal quality
with respect to noise (SNR process, ch. 4.2.2 - each component of seismic record)
(e.g. Figure 33).

3) Estimation of the coda quality factor, Q.(f) model (ch. 4.2.4) (following the Coda wave
decomposition, ch. 4.2.3), in four steps:
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e Frequency and time dependent, Energy J(feen,t')comp determination for each
component of seismic record (e.g. Figure 34a)

e Total Energy J(f.on, t') computation from J(fzepn, t')comp (€.2. Figure 34b)

o Q.(fcen) computation at each examined frequency, f.., (based on Eq. [23])
(e.g. Figure 34b)

e Average earthquake-station Q.(f) model estimation (e.g. Figure 35), based on

Qc(feen)-

4) Attenuation Factor Removal (ch. 4.2.5), from each coda wave record component, based
on the computed Q.(f) model. Three “stationary” waveforms, (Eq.[27]) are
determined for each component, scaled by the F factor (Eq. [28]) and affected by the
Site Amplification Factor (SAF (f)) (e.g. Figure 36a).

5) Scaled FAS(f) of velocity STFcomp estimation (for each component seismic record)
(ch. 4.2.6) (SAF (f) and low frequency noise affected) (e.g. Figure 36f).

6) Scaled FAS(f) of velocity STF estimation (ch. 4.2.7) (SAF(f) and low frequency
noise effects) (e.g. Figure 37a).

7) Scaled displacement minimum phase STF estimation (ch. 4.2.8) (SAF(f) and low
frequency noise affected):
e Minimum phase STF (velocity) estimation (e.g. Figure 37b)
e Integration, after a High Pass filtering at the lowest required Fourier Transform
frequency (1/40 Hz) of the 40 s STF
e Minimum phase STF (displacement) estimation (scaled and SAF(f) affected)
(e.g. Figure 37¢ for reference site and Figure 38a for non-reference site)

8) Scaled STF low frequency correction (ch. 4.2.9) (SAF (f) affected) (e.g. Figure 37¢,d
for reference site and Figure 38a, b for non-reference site).

9) STF scaling correction and seismic moment, M, computation — uncertainties, if
possible (ch. 4.2.10).

10) Site Amplification Factor, SAF (f), estimation (ch. 4.2.11) at a target site, with respect
to a distant reference station.

4.2.1 Signal pre-processing

The original methodology presented in Sébe et al., (2018) involves classical seismological
recordings corresponding to velocity time histories. For this reason, all 3-components
accelerograms were initially converted to velocity time histories. The converting process consists
firstly of applying a Butterworth (2™ order, or more) High-Pass filter at 0.05 Hz (the lower
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frequency limit of the accelerometers used) and then of integrating the time acceleration histories
(and checking the high-pass filtering allows to remove non-physical low frequency trends). Then,
the S-wave arrival time, necessary for the selection of coda window onset, was manually picked.

4.2.2 Selection of Coda window with satisfactory frequency band-width signal quality with
respect to noise level

The proposed SAF estimation technique is based on the analysis of the coda part of the
seismogram. The selection of the appropriate coda wave window constitutes therefore a pre-
requisite for the reliability of the approach. It depends on two factors: (a) the selection of the onset
of coda window and (b) the selection of its duration on the basis of an acceptable signal quality
with respect to background noise.

Before presenting the strategy followed in this study for the coda window selection, it is
worth noting that the onset time of “coda waves”, ., still remains an open issue, ranging between
2t; and 3¢, (where  is the lapse time between the earthquake origin time and the S-wave arrival at
the considered site) in order to avoid inclusion of source-generated surface waves (among others,
see Rautian and Khalturin, 1978). Here, the coda wave onset time was selected as 7. = 2¢, (¢, the
S-waves arrival time) following Aki, (1969), but modified, when necessary to ensure that #. is
always greater than 30 s after the earthquake origin time (i.e, typically for earthquakes located at
less than 40—50 km from the considered site). This criterion was applied to avoid as much as
possible the inclusion of the source-generated surface waves, but also to avoid very early coda
waves that could probably be contaminated by other kinds of surface waves generated locally by
the interaction of the main S-wave phase with the local underground and surface geometry (valley
and surface topography effects). Such contamination was actually confirmed by observations at
several cases in the examined dataset (see for instance Imtiaz et al., 2021), for the composition of
the wavetfield around the ARGONET sites.

The determination of the quality of coda waves is achieved for each component separately,
in frequency and in time domain, up to the end of the available record, or up to the appearance of
a new earthquake record. The strategy followed aims at an optimum choice of coda wave window
satisfying a minimum Signal to Noise Ratio (SNR) threshold over a large enough frequency
bandwidth. This strategy is based on two specific items.

The first one deals with the selection of the “optimal” length of the analysis of coda windows,
with respect to the reduction of the signal amplitude, in time, for the different frequency ranges.
For this reason, different sets of consecutive coda windows with 50% overlap are considered from
the #. onset time up to the end of the earthquake record (Figure 33a). Each set has a fixed duration
L, long enough for the detection of the lower frequencies signal evolution and shorter for the
higher frequencies one. This is implemented because long duration coda windows cannot precisely
capture small changes of high frequency amplitude with time, while short-time widows cannot
provide robust estimates of low frequency content. For example in Figure 33a, three L. durations
of 5, 10 and 20 s were initially used to compute the FAS (Figure 33b) and the corresponding
theoretical frequency ranges are: 0.2 - (f//2) Hz (f; sampling frequency), 0.1 - ( f/2) Hz and
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0.05 - (fs/2) Hz, respectively. As longer durations cannot reliably capture high-frequency changes,
the shorter durations (L. =5 s) are kept for the high frequency part, while longer durations are
considered only for the low frequency part which is not covered by shorter ones.
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Figure 33. (a) The acceleration record (“E-W” component) of an earthquake at the station “CKWP”. The
several consecutive and half-overlapped noise and coda wave examined window with different durations
(5, 10, 20, 40, 80 s and the maximum examined window, details into the text) are depicted (grey and multi-
colors, respectively). P, S and Coda wave arrival time are also depicted (green, orange and red vertical
dashed lines). (b) The Power Spectral Density of the corresponding in Figure 33a windows. Geometrical
Mean Spectrum (GMS) of Noise (solid black line), GMS plus one standard deviation (lower dashed line)
(the considered noise level), and 2.25 times the noise level (1.5 at the FAS) (upper dashed lines) used for
the reliable coda waves selection (step 2, flowchart-Table 6). (¢) The coda wave Fourier Amplitudes per
record time depicted with red and white, for SNR < 1.5 and SNR > 1.5, respectively. The several cyan-blue
dashed lines define the potential coda wave time windows that can be used for the specific reliable
frequency ranges. The black rectangle defines the desirable 60 s coda wave window, corresponding to the
maximum possible frequency range (0.18-6 Hz), of this example, which can be used as reliable for the SFC
analysis. Its selection is based on the determination of the several dashed-blue rectangles.

Thus, in the above example, the frequency examined ranges for the 5, 10 and 20 s windows,
will be the: 0.2 - (f;/2) Hz, 0.1-0.2 Hz and 0.05-0.1 Hz, respectively. However, as the theoretical
low frequency limit corresponding to each examined duration, fui» = 1/L. covers only one signal
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cycle, it was thought more reliable to consider results only for frequencies corresponding to more
than four cycles, i.e. fmin = 4/L. (Perron et al., 2018b). As a consequence, coda wave durations of
5,10, 20, 40 and 80 s (where possible) were considered for the frequency ranges: 0.8 - (fi/2) Hz,
0.4-0.8 Hz, 0.2-0.4 Hz, 0.1 - 0.2 Hz and 0.05 - 0.1 Hz, respectively. No attempt was made to
consider frequencies lower than 0.05 Hz, because of the instrument type (see ch. 2.2) and the high
pass filtering above 0.05 Hz. In case where this frequency limit is lower, then longer window
should be examined.

The second item of the SNR process was applied in order to determine the most
representative pre-event noise level. For this reason, a long enough time window (e.g. 120 s) before
the P-wave arrival (Figure 33a), was used so that to detect the average noise, FAS,. This spectrum
was computed based on the geometric mean, FAS, of several sets of consecutive noise time
windows (Figure 33a, b), of the same duration as the ones used for the coda wave windows,
mentioned above. Finally, the plus one standard deviation limit of the geometric mean, FAS,-on(f)
(Figure 33b), was considered as the noise spectral level for which the SNR > 1.5 is applied
(Figure 33c) for the final selection of the satisfying quality coda wave window.

The minimum required length of the coda wave window, as well as the shorter desirable
frequency range, constitute the two factors controlling the final reliable signal window that will be
used for the STF estimation. When the selected coda time window is increased, the reliability
bandwidth is usually decreased at high frequencies, as it can be observed in the example of
Figure 33c. The rectangles marked by blue dashed lines represent the longest windows that can
be considered for different frequency ranges. In this study, a relatively long coda wave time
window of 60 s, was chosen in order to reliably estimate the low frequency plateau of the STF,
since this plateau is necessary for obtaining the seismic moment, M,,. A minimum frequency-range
from 0.5 Hz to 3 Hz, was required for all the examined records, both to capture - as much as
possible - the low frequency STF part, and because this frequency range of SAF is of engineering
interest.

4.2.3 Coda wave spectral decomposition

The non-stationary exponential decay of the coda wave energy has been firstly described by
Aki, (1969) and Aki and Chouet, (1975), who considered the coda waves as the superposition of
scattered seismic wavelets which are mainly body S-waves on randomly distributed
inhomogeneities in the lithosphere (among others: Aki, 1980a). Scattered waves arrive later in the
“tail” of an earthquake record and therefore correspond to waves of larger travel distances, with
lower and lower amplitudes in time, as they are affected by geometrical spreading, anelastic
attenuation and scattering effects.

“Single Scattering” (Aki and Chouet, 1975; Sato, 1978) and “multiple scattering”
(Kopnichev, 1977), are two commonly used theoretical models describing the “mechanism” that
may control the coda wave energy reduction from source to site, in addition to the classical
geometrical spreading. Both assume a spherical radiation from the seismic source for the total
energy in an infinite elastic medium with scatterers. The results in the present study are based on
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the “single scattering” model, in which the backscattering process is assumed to be relatively weak,
since each wavelet is considered to be backscattered only once. We choose to examine the “single-
scattering” model in this study, recommending however the use of the “multiple-scattering” one,
in a future analysis. The formalism would be the same for the “multiple-scattering” model,
modifying only the value of the geometrical spreading parameter.

In terms of energy the relation between the Power Spectral Density (PSD), R;;(f,t) of the
coda waves (in velocity) at a station, j, corresponding to an earthquake, i, for a specific travel time,
t', is described by the following formula in frequency domain (Aki, 1969; Aki and Chouet, 1975;
Sato, 1977; Sébe et al., 2018):

Rij(f,t) = W;(f)E.(f)|Ac(f, t)I* Ni(f) [18]

where the E.(f) and |Ac(f,t')|? terms correspond to the total, distance-dependent attenuation
factor, while the W;(f) and N;(f) terms, are related to the seismic source and site effect factors,
respectively. N;(f) = SAF;(f)? and the W;(f) source factor is given by Vassiliou and Kanamori,
(1982):

. 2
wir) = DL [19)
107tpB>
under the assumption of an isotropic source radiation, which is considered as a pre-condition in
this study for the earthquakes used (M;, < 5.1). The £;(f) factor corresponds to the FAS of the
STF in velocity domain. The denominator of the above ratio constitutes the seismic source scaling
factor, which is controlled by the density, p (in kg/m’) and the shear wave velocity, B (in m/s), of
the medium close to the seismic source.
The attenuation factor (Eq. [18]), according to the “single scattering” attenuation model (Aki
and Chouet, 1975; Sato, 1978), in energy domain adopted in this study, is controlled by the
product of the excitation factor E.(f), with the factor:

N2 1 _27T_ft’
|A.(f, t)]? = oLk (N [20]
where t' is the travel time of the signal, vy (in m/s) is the average shear wave velocity considered
for the area that coda waves travelled and Q.(f) is the frequency dependent quality factor for coda
waves.

The first term, (vg- t") ™" of Eq. [20] controls the loss of energy due to geometrical spreading,
where for the single scattering model, it is n = 2 (Aki and Chouet, 1975; Sato, 1977; Sato et al.,
2012). The exponential term of Eq. [20] controls the loss of energy due to both anelastic (intrinsic)
and scattering attenuation of S-waves. These two “causes” of attenuation (anelasticity of the
medium and wave scattering), are related to the physical properties of the medium, as well as to
its heterogeneous “character” (among others: Soham and Abhishek, 2016), expressed by the
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velocity variabilities and by the existence of complex geological structures (e.g. faults, folds, etc.),
respectively. It is worth noting that these two attenuation factors, are merged in the second part of
Eg. [20], being impossible to isolate them in this study.

The frequency dependent excitation factor E.(f) (Eq.[18]), included into the single
scattering attenuation model, indirectly expresses the fractional loss of energy per unit travel
distance of the waves from the source to the receiver, due to the wave scattering by the lithosphere
heterogeneities. In fact, this factor controls the intensity of scattering and is considered as an
independent scaling factor of attenuation with dimensions of length™. Following Sébe et al.,
(2018), based on Herraiz and Espinosa, (1986), it can be written:

1
BN = 1 [21]
where [(f) (in m) is the frequency dependent mean free path (Sato, 1978), indirectly characterizing
the distribution of the scatterers. Mean free path is an a priori unknown “free” parameter and
describes the wave propagation providing information about the tectonic setting.

Under the assumption of a reference site (no spectral amplification, i.e. N;(f) = 1), Sébe et
al., (2018) refer to the exponential model of crustal heterogeneities distribution, supported by
in situ observations (Dolan et al., 1998) and by suitable measurements analysis (Gusev and
Abubakirov, 1996). Based on the above, they theoretically consider that for the single scattering
model where the attenuation factor A;(f,t') affects the exponential decay of coda wave
amplitudes, the mean free path could also be considered as frequency independent, I(f) =/, so
that Eq. [21] becomes:

E.(f) =E, [22]

Thus, the corrected by A-(f,t") coda waveform can be considered as the convolution of
many similar wavelets of the “apparent” STF (characterized by their PSD: W;(f)-N;(f), according
to Eq. [18]) at random arrival times, with the square root of the constant (time and frequency

independent) coda excitation term, ./ E..

4.2.4 Estimation of the coda quality factor, Qc(f)

The derivation of coda quality factor Q.(f) is based on the analysis of the time decay rate
of coda wave envelopes, as outlined by Aki and Chouet, (1975). This analysis follows the principle
of energy conservation between source and receiver, in continuous wave arrival times, based on
the single scattering model (Eq. [20]). It is implemented by applying a series of successive narrow
band-pass filters to the selected coda signal, centered on a set of 25 central frequencies f..,,, equally
distributed on logarithmic scale between 0.06 and 30 Hz. The corresponding Q. is determined for
each value of f,,,, according to the four-step approach proposed by Margerin et al., (1999), as it
is detailed below.
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Firstly, the coda wave record, at each component, is bandpass filtered (Butterworth, 3rd
order) around each central frequency f..,, with a narrow bandwidth taken equal to the 2/3 of the
central frequency f;.,,. Thereafter the analytical filtered signal is determined by using the Hilbert
Transform to the filtered signal and its modulus (absolute value) is computed at each time, ¢.

For the 25 filtered signals, the frequency dependent energy, J(fien t')comp for each
component (e.g. Figure 34a) at each consecutive in central time, t' coda envelope of duration
Teen = 1/f en seconds (1.5 s time step), is computed by summing up the square of the corresponding
analytical filtered signal amplitudes, determined above. The time t’ corresponds to the middle time
of each examined coda envelope. The same process is applied on the pre-event noise record (e.g.
Figure 34a). The geometric mean value of the noise energy, J, (fzen, t')comp is considered as the
average noise energy level (at each frequency) and a SNR threshold of 1.5, in terms of energy was

applied to detect the reliable values of J(f,en t') for the Q.(f) estimation analysis (e.g.
Figure 34a).
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Figure 34. (a) (upper) Examples of the | ] (fzen, t')| energy (blue line) of each component, at each time t’
of the band-passed signal (pre-event noise and coda waves) for 6 central frequencies (f,.,) (for the record
of Figure 33a). S-wave arrival time, #, (vertical green dashed lines), Average Noise Level (AVL)
(horizontal solid green line), the AVL + one standard deviation (horizontal green bottom dashed lines), and
the final considered noise level (horizontal green upper dashed lines), are also depicted. (b) (bottom) Plots
of the ln[] (feens t') t’"] quantity (Eq. [23]), corresponding to Figure 34a, computed only for the coda
wave part, versus time. The least square analysis (solid red line) with its standard deviation (red dashed
lines) are depicted, where N.L.C and N.E.D., indicate the “Non Linear-Correlation” and “Not Enough Data”
according to the criteria described in the text.

Secondly, the total coda wave energy J(f.en, t') of the 3-component earthquake records is
computed (e.g. Figure 34b), by summing up the partial energies, J (fzen, t')comp 0f €ach component
(e.g. Figure 34a), for each time, where they are considered reliable with the SNR criterion.

The third step consists in deriving the resulting coda quality factor Q.(f;.n) by a least square
(L-S) fit of ln[] (frens t') - t’n] versus time, t', according to Eq. [23], for each central frequency,
feen (Figure 34b). Eq. [23] results after taking natural logarithms of Eq. [18] and using Eq. [20].
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where:
1
V(f) = In|Wi(f) - E.(f) - il N;(f) [24]

V(f) factor includes all the time independent factors of Eq. [18].

Standard deviations of Q.(f..,,) are also determined together with the mean values. It should
be noted that the L-S fit is implemented only if the duration of the examined filtered signal is
greater than 10 times (signal cycles) of the corresponding Tecen (1/f¢en) (€.g. for feon, = 0.2 Hz, 50 s
minimum signal is considered), with a minimum threshold of 30 s (e.g. Figure 34b, mentioned as:
N.E.D.-“Not Enough Data”) and a maximum of 180 s. Moreover, the Q. (fer,) computed from the
L-S fit at each f..,, and which did not present linear correlation according to Eq. [23] (minimum
absolute linear correlation coefficient of 0.55, e.g. Figure 34b, mentioned as: N.L.C.-“Non Linear
Correlation”), were not taken into account at the next step of the Q.(f) model estimation (e.g.
Figure 34b). These empirical criteria were taken into account based on our observations, in order:
(a) to conclude to reliable and robust slopes related to Q. (f..r) computation and (b) to avoid distant
enough, regional attenuation effects (changes in slopes by variation of quality factors).

Finally, the fourth step consists in using the measured Q.(f..n) values to fit an analytical
frequency dependent model Q.(f), as it is needed for the subsequent determination of minimum
phase STF. The Q.(f) was initially fitted by the classical power-law Q.(f) model given by
Eq. [25] following Aki, (1980b) and Singh and Herrmann, (1983):

Qc(f)= Q.- f* [25]

Such a model is generally satisfactory for f > ~1 Hz. However, for lower frequencies (f < 1 Hz),
Herraiz and Espinosa, (1986) based on computations of Sato (1982) and on Aki’s conjecture
(Aki, 1980a), outlined that the Q.(f) may stabilize or even increase with decreasing frequency. In
this study, the Q.(f) model required for the attenuation factor removal in time domain (Eq. [20]),
could be fitted according to Eq. [25] down to 1 Hz, but most recordings also indicated some Q.
increase below ~1 Hz. Thus, such a Q.(f) “behavior” was modeled by allowing higher polynomial
degrees in the fit between In[Q.(f;en)] and In(f,.y). Depending on the observed Q. (f;y,) results,
a 3", 27 or sometimes a 1% degree (same as Eq. [25]) polynomial were found, as it is shown at the
characteristic examples of Figure 35.

In this regression analysis, standard deviations of Q.(f;.,,) are taken into account and finally
the standard deviation of the computed polynomial is also used in the following mpSTF
computation process.
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Figure 35. Three characteristic examples of the Q. (f) (+ one standard deviation) model based on regression
analysis (red dashed lines) between In(Q. (fz¢r,)) and In(f,.y,) (the blue points), for a 3rd, 2nd and 1st degree
polynomial (a,b and c, respectively). Figure 35a corresponds to the Q. (f.,) calculation from the example
of Figure 34a.

4.2.5 Attenuation Factor Removal

The removal of attenuation from the coda record is required, for each component, in order
to obtain a stationary waveform at each component (Figure 36a) from which the apparent source
time function can be retrieved. This removal is based on the analytical process presented in Sébe
et al., (2018). Here it’s worth noting that the attenuation factor removal is separately applied on
each earthquake-station pair (single) record, based on the corresponding computed Q.(f) model
(e.g. Figure 35a). The common computed Q.(f) model of an examined region is also
recommended to be investigated with this methodology, in case where enough records will be
available.

Briefly, this process is achieved by deconvolving all the sliding 60 s minimum phase
wavelets, Ac(t,t")™" (based on A.(f,t’) spectrum of Eq.[20], except for the frequency
independent factor v, ", here), for each progressive central time t’, from the corresponding 60 s
sliding coda stationary waveform windows (zero padded where it is needed), tapered by a Hanning
window. Finally, the stationary waveform is “constructed” in time by all the specific amplitude
values, which correspond to the median values, t" of each one of the sliding deconvolved signals.

The Ac(t, t')™" wavelets (scaled for the factor vy n/ ?), scaled for the factor v, " (Eq. [20]), are
constructed based on the inverse Fourier Transform of the frequency and time-dependent part of
Ac(f,t") (Eq. [20], except for the frequency independent factor v, "), from the coda waveform.

Ac(t, tr)min — % f |AC(f; t’) | . e—i(Zcht+go(f)min) df [26]
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Figure 36. (a) An example of a 60 s corrected (stationary) velocity coda waveform of an earthquake
(20151117_123756, M}, = 4.5, Epic. Dist. = 38 km) recorded at a rock site (ITC1) and the three consecutive
40 s examined time windows (75% overlapped, red, blue, cyan). (b) The 3 normalized autocorrelation
functions (overlapped) of the 40 s time windows of (a) and the applied tapering function in a descriptive
way (Parzen window, dashed line). (¢) The 3 smoothed by tapering autocorrelation functions (T.A.F.)
(overlapped) of (b). (d) The 3 zero-phases (symmetric) wavelets computed from the T.A.F. of (c), (details
into the text). (e) The 3 minimum phase wavelets (M.P.W.) of wavelets shown in (d) (red), and their average
one (black). (f) The 3 Fourier Amplitude Spectra of M.P.W. shown in (e), (colors correspond to Fig. a) and
their geometric mean Spectrum (solid black) + one standard deviation in log scale (dashed black lines).
The vertical black dashed lines indicate the reliable part of the spectrum as it was studied in SNR process
(Figure 34).

Regarding the A (f,t') spectrum computation (Eq.[26]), as it exhibits a continuous
dependence on Q.(f), the polynomial model obtained from the least-square fit between
In[Q.(feen)] and In(f,.,,) as described in the previous section (e.g. Figure 35), is used at each
frequency. Since this fit cannot be extrapolated to very low frequencies, needed for the 60 s
windows, it is assumed that Q.(f) = constant = Q.(f19") for frequencies f below the lowest
frequency f,9% , for which Q.(f.9%) can be reliably estimated (left points in Figure 35). This
consideration can be reasonably applied when the f!9% is ~0.5 Hz, since the unknown potential
Q.(f < f1oW) variability does not significantly affect the final computed STF, as experimentally
observed for the examined low to moderate magnitude earthquakes. Moreover, it’s worth noting
that at these low frequencies (f < f12%) the FAS of the STF mainly belongs to the unreliable part,
which does not affect the STF and it is appropriate and reliably corrected as described below.

In this study, the Ao (t,t")™" wavelets computation is indirectly implemented, by firstly
applying a zero phase inverse Fourier Transform (iFT) to the A-(f,t") spectra obtained for each
time t’, leading to a time domain wavelet, A.(t,t")#¢"°, and then deriving its minimum phase
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equivalent Ac(t, t")™", by using the “rceps” Matlab function (Matlab 2017 and later), based on
the real cepstrum construction (Oppenheim and Ronald, 1975; Weinstein, 1979).

Finally, the corresponding coda windows centered on t' are then deconvolved from these
sliding Ac(t, t')™" wavelets, by applying a “water-level” deconvolution process (Margrave,
1998; Margrave et al., 2011) for a “water level” of 5% of the maximum spectral amplitude of the
examined stationary coda waveform window.

In order to account for the uncertainty in coda quality factor, this deconvolution process is
repeated 3 times considering three different Q.(f) models (average and average + one standard
deviation, e.g. Figure 35), leading to three different “stationarized coda waveforms — for each
component and finally to nine “stationarized coda waveforms” for all the components. The
amplitudes of these waveforms are corrected for the hypocentral distance, but are still affected by
the several, frequency independent, scaling factors (Eq. [24]).

4.2.6 Scaled FAS(f) of velocity STFcomp estimation

After the removal of the frequency and t’ dependent attenuation factor (|Ac(f,t')|?)
(Eq. [20], except for the term v, ) from the coda waves at each component, separately, the
corresponding stationary waveform is retrieved and from now on will be called as X;;(¢,t")
(Figure 36a). The symbol of time t" in X;;(t,t") simply characterizes the central time of each
potentially examined window of the total retrieved coda stationary waveform, X;;. The
corresponding PSD, C;;(f,t") of X;;(t,t") corresponds to eV ) factor (Eq. [24]) and is expressed
according to Eq. [23] and [24] (n =2, Eq. [20]), based on Eq. [19], [21] and [22], as:

: 2
~ e 11 [27]
Ci;(f, 1) = 0mpps 7l v2 “N;(f)
In Eq. [27], the quantities: #pﬁs , % and viz are constant factors (frequency and time

independent), directly controlling the scale of the Fourier Amplitude Spectrum, ;(f), albeit the
second and the third factors refer to the propagation path. Thus, from now on their product will be
referred as “F” factor, where:

P 1 [28]
10-2-p-B5-1-v2

Consequently, taking into account Eq. [28], Eq. [27] can be written as:

Cy(ft) = D NP - F [29]

The above equation represents, in the frequency and energy domain, the relation between the “raw”
coda stationary waveform of each component, obtained after the previous step, and the scaled by
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the factor F (Eq. [28]), apparent S TFCSOCmp (in velocity) at the recording site, i.e., the product of the
frequency dependent, source and site terms.

The goal of this study is to recover the scaled apparent source term (Eq.[29]) of an
earthquake i, at every receiver j, based on the spectral factorization method and then (i) to recover
the scaled “true” source term from sites which can be considered as reference sites (i.e., without
any amplification: N;(f) = SAF;(f)? = 1), and (ii) to recover the site term N;(f) = SAF;(f)* # 1,
for all other sites, by comparing with the scaled source terms at reference sites. The stage (i) allows
to obtain an estimate of the seismic moment if it is properly corrected for the scaling factor (F in
the energy domain and V/F for the real amplitudes in the time and frequency domain). The present
chapter describes in detail this particular stage.

In principle, the most straightforward way to estimate C;;(f,t’) is to derive it simply by
taking the square of the Fourier Transform of each considered, coda stationary waveform window
X;j(t,t") (Figure 36a). However, the methodology proposed by Sébe et al., (2018) allows a more
robust estimate of C;;(f, t") through the use of the Wiener-Khinchin theorem. The latter links the
PSD, C;;(f,t") of the stationary corrected coda waveform, X;;(t,t"), to the Fourier Transform of
the autocorrelation function, Ayx(z,t") of X;;(t,t"), as expressed in Eq. [30]:

+o . 30
i) = [ An(meye T dr =0
T=—00

where:
Axx(t,t) = E{X;;(t, t")-X;;(t — 7, t")} [31]

for lag time, 7.

As illustrated in Figure 36b, c, the tapering of Ayx(7,t") function, allows to eliminate what
is, more likely, “noise” at large lag times, so that the Fourier Transform of the tapered Axx(z,t')
function (Eq. [30]) is probably less contaminated by noise than the direct Fourier Transform of
X;j(t,t"). In addition, applying this process to successive coda windows centered on different
travel times t’, allows estimating both the average C;;(f,t"), and the corresponding
variability / uncertainty.

From a practical viewpoint, in the example of Figure 36, three 40 s autocorrelation time
functions, Ayx(t,t"), 75% overlapped, are computed (Figure 36b) from the 60 s coda stationary
window, X;;(t, t") (Figure 36a). The resulted, symmetric in time domain 80 s long (40 s right and
left from zero time), symmetric in time domain Ayy(7,t") are then tapered with a 26.7 s (80/3 s)
long Parzen window (Figure 36b, ¢), also symmetric in zero time, keeping only the 1/3 of each
Axx(t,t"), as the reliable part of the autocorrelation function, removing the same time the late
“lag” noise.
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To derive the minimum phase wavelets of the “apparent”- scaled (Eq. [29]), STF (t)omp
(in velocity), of each examined 40 s coda stationary window X;;(t,t") at central time t’, the
procedure is implemented in two steps. The first one is to obtain its corresponding Fourier
Amplitude Spectrum, FAS[STF (t")26mp] Which is equal to the square root of the PSD, C;;(f,t'),

(|Qi( f )|\/m ~/F, Eq. [29]) and is simply computed from the square root of the FAS of the
tapered autocorrelation function (Eq. [30] right term). The second step is to derive the source time
function wavelet by assuming it is a minimum phase signal (see Sébe et al., 2018, for detailed
discussion on this assumption). In the present study, the latter minimum phase derivation was
performed in two steps: a) obtaining, an easy to be created, “zero-phases” wavelet (imaginary part,
I(f) = 0, of the Fourier Transform, at each frequency, ), which is of equivalent FAS to the source
time function, by simply computing the inverse Fourier Transform of the estimated
FAS[STF(t)$5mp] (Figure 36d) (real part, R(f) = FAS[STF(t")$5mp], since I(f) =0) and then
deriving its minimum phase equivalent (Figure 36e) with the “rceps” Matlab function
(Oppenheim and Ronald, 1975; Weinstein, 1979; Matlab 2017b and later).

There are as many estimates of the minimum phase, STF (t)e6mp as the number of
considered (stationarized) coda windows X;;(t,t") at central times t". Here, implementing the
aforementioned procedure separately for each component, the geometric mean FAS[S TFCSOCmp] of
the three FAS[STF (t")26mp] computed for each 40 s examined stationary window X;;(t,t")
(Figure 36a), centered at time t’, as well as its one standard deviation range, are determined
(Figure 36f) and the corresponding three minimum phase, S ’I'"chocmp (average and its + std) are also
derived (Figure 36e).

To be sure that the minimum phase S TFCSOCmp is not contaminated by high-frequency noise,
all the minimum phase wavelets are low-pass filtered with a 4™ or higher order Butterworth filter,
with a cut-off frequency corresponding to the upper limit of the reliable frequency band provided
the SNR analysis (step 2, flowchart-Table 6, e.g. Figure 33).

4.2.7 Scaled FAS(f) of velocity STF estimation

The aforementioned procedure is applied separately for each component and the total of the
three components scaled for the factor VF (Eq. [29]), FAS[STF*¢] in velocity) is estimated by the
three FAS [STI’C%CTnp] (step 5, flowchart-Table 6), according to Eq. [32] (e.g. Figure 37a):

FAS[STFS¢] = \/ FAS[STFSS, |2 + FAS[STFSS]? + FAS[STF;¢)? [32]
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Figure 37. (a) The common “apparent”-scaled velocity FAS[STFS¢] corresponding to the example of
Figure 36. (b) The mpSTF*¢ (vel.) corresponding to the FAS of a. (¢) The mpSTF¢(disp.) after
integration of the corresponding velocity one shown in (b) (red line) and the corresponding one (black
dashed lines), corrected for the low frequency plateau (details in the text). (d) The two “average”

FAS[mpSTF*¢] of the two mpSTF*¢ in ¢ (red and black lines, respectively) (identical for frequencies
greater than ~ 0.1 Hz) and their std range.

The corresponding standard deviation of FAS[STF*¢], (in logarithmic scale), is also
computed (Figure 37a), taking into account the propagation of the corresponding standard
deviation obtained for each component.

Finally, the minimum phase “apparent”-scaled (Eq. [29]) Source Time Function, mpSTF*¢
(in velocity) and its corresponding upper-lower standard deviation wavelets are determined
(Figure 37b), following the same minimum phase computation process mentioned above.

4.2.8 Scaled displacement minimum phase STF estimation

The next step is to estimate the minimum phase “apparent” - scaled (Eq. [29]) Source Time
Function, mpSTF*¢, in terms of displacement. This is done by integrating the corresponding
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velocity mpSTFS¢ and re-computing its minimum phase wavelet with the same procedure,
mentioned above.

To avoid zero frequency issues, the velocity wavelets are high-pass filtered with a 2-order
Butterworth filter at the lowest frequency limit (df = 1/40 Hz) associated to their duration (40 s).
After filtering and integration, the displacement Fourier amplitudes are maintained equal to the
corresponding velocity ones divided by the angular frequency, wr = 2afi (fi # 0). Such a procedure
is applied to the three velocity wavelets, mpSTFS¢ (average and average + one standard deviation)
obtained in the previous step (related to Eq. [32], step 6, flowchart-Table 6).

In terms of amplitude, the so-derived displacement mpSTF*¢ is still scaled by the V/F factor

and by site factor, SAF;(f) (Eq.[29], SAF;(f)= \/W) (e.g. Figure37c¢) and may be
contaminated by low frequency noise because of poor SNR ratio at these frequencies (e.g.
Figure 33). Consequently, its FAS is under the same scaling, by definition.

The next step is intended to account for this low-frequency contamination before estimating
the seismic moment from the low-frequency plateau level.

4.2.9 Scaled STF low frequency correction

The effect of low frequency noise in seismic record is “propagated” also to the Fourier
Amplitude Spectrum (FAS[mpSTF*¢]) of the mpSTF*¢ which is identical to the FAS[STF*¢] of
the real far-field STF, as it can be seen in the example of Figure 37d. In fact, this effect starts
close to the lowest reliable frequency detected by the SNR process (step 2, flowchart-Table 6, e.g.
Figure 33).

Theoretically, the far-field Source Time Function (STF) computed by the aforementioned
methodology at a reference site (free of spectral amplification) (e.g. Figure 37¢) should be a
positive wavelet, representing the amount of energy (scaled by the constant VF factor Eq. [28]
and [29]) which is released during the seismic source rupture. Consequently, the scaled seismic
Moment, M,_, representing the total “scaled” energy released, must correspond to the “area” of
the mpSTF*¢, while its FAS[mpSTF*¢] is expected to present a low-frequency plateau below the
corner frequency, fc (fc = 1/T¢, T¢: rupture duration), for which the following relation holds:

FAS[mpSTF*|(f < f,) ~ FAS[mpSTF*¢](0) « M,_ [33]

However, the low frequency noise “contamination” can definitely affect the shape of the
retrieved “apparent” - scaled (Eq.[29]) mpSTF*¢, (e.g. Figure37c) and consequently the
estimation of the seismic moment M, . Nevertheless, as long as the lower-limit of reliable
bandwidth, f; g, derived from the SNR analysis, is significantly smaller than the corner frequency,
the “raw” STF spectrum should exhibit a detectable flat part from which the M,,__ can be estimated
based on Eq. [33].

This is, for instance, the case in Figure 37d. It is then possible to extend the source term
FAS[mpSTF*¢] at all frequencies f <~ fir (fir the lowest frequency for which FAS[mpSTF*¢]
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is considered reliable according to SNR procedure, step 2, flowchart-Table 6) by simply taking it
constant and equal to the FAS[mpSTF*¢] at ~ f; as shown in Figure 37d (dotted black lines).

Eventually, the corresponding scaled minimum phase displacement source time function can
be recomputed (black line in Figure 37¢). A similar process can be applied on recordings from
non-reference sites (site amplification included), as long as the site amplification does not affect
too low frequencies and there is still a frequency band just over ~f;r where SAF;(f)
(N;(f) = SAF;(f)% Eq.[29]) is close to 1. Simple H/V analysis of coda as well as S-wave
recordings can provide reliable indications on the site fundamental frequency fj;, and whenever
the ratio fy;/fr is larger than ~3-4, one may reasonably assume the low-frequency part of the
retrieved FAS[mpSTF*¢] is not affected by the site amplification and may be used in the same
way as for a reference site to perform a low-frequency correction of the apparent source term and
to estimate the seismic moment. Such an example is presented in Figure 38a, b for a recoding
obtained at station “CK0” located at the center of the Argostoli-Koutavos basin with a fundamental
frequency of 1.4 Hz (Theodoulidis et al., 2018).

05 Min-Phase STF (disp.) N Fourier Ampl. SPectr. (disp)

04 F
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Figure 38. (a) (similar to Figure 37¢) An example of a scaled (Eq. [28]) mpSTF*¢ (site effect included) of
an earthquake recorded at the “VAS2” sedimentary basin site (uncorrected and corrected for the low
frequency plateau, in red and black line, respectively) and (b) (similar to Figure 37d) their corresponding
FAS[mpSTF*¢] (red and black lines, respectively), identical for frequencies greater than ~0.1 Hz.

4.2.10 STF scaling correction and Mo, computation - uncertainties

Since the SAF estimation technique, applied in this study, is based on the STF estimation, it
is necessary to investigate all the elements that contribute to the scaling of STF (Eq. [29]) and
seismic moment M,, which, in turn, controls the absolute SAF amplitudes.

As repeatedly indicated, the processing detailed in the previous sections leads to estimates
of a minimum phase “apparent”-scaled source time function mpSTF*¢, which include the VF
scaling factor (Eq. [29]). Whenever site amplification is negligible at low frequency, the scaled
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seismic moment, M, .. may be estimated from the scaled displacement spectrum plateau (step 8,

flowchart-Table 6), according to Eq. [33] and the real seismic moment, M,, can be retrieved by the
following equation:

M

Osc

= M, VF [34]

However, the knowledge of the factor, F, and consequently the estimation of seismic
moment, M,, remains an issue. Two computation strategies can be applied for determining the F
factor and consequently M,,.

The first one is simply based on the M,, scaling of an examined earthquake in comparison to
another one located in the same area and recorded at the same station, for which the M, is already
reliably estimated from a different methodology. Thus, computing the scaled STF of the second
one and knowing its M,, the VF factor can be directly obtained from Eq. [34], without separately
knowing all the crustal parameters involved in Eq. [28]. Consequently, correcting the scaled STF
of the examined earthquake by the V/F, its M, is also computed from Eq. [34]. While such a strategy
could contribute to the seismic moment estimation of low magnitude earthquakes for which M,,
cannot be computed from other methodologies, it requires the existence of another well
characterized event at similar location, for which both the STF estimation process can be applied,
and the M,, can be computed with another reliable approach.

The second strategy is based on a direct computation of the scaling factor, VF (Eq. [28]).
This could be achieved by using representative values for the density (p) and the shear wave
velocity (f) of the medium close to the seismic source (Eq. [19]), as well as for the mean free path
[ (Eq.[21]) and the average shear wave velocity along the propagation path vg, (Eq. [20]).
Although these parameters are unknown, several reasonable values can be considered in order to
estimate the average STF and the seismic moment, M, as well as their variability/uncertainty.

More specifically, regarding the average shear wave velocity, v for the upper crust which
1s commonly used as 3.5 km/sec, a range of vg values from 3.0 km/s to 4.0 km/s is assumed for the
estimation of the average STF, M, and their uncertainties and eventually of the moment magnitude
M,, and its corresponding variability/uncertainty.

According to Hanks and Kanamori, (1979), M,, is provided by the following equation:

M, = [logo(M,) —9.1]/15 35]
where according to Eq. [34] it is:
M,, = [logio(M,,,) — logio(VF) — 9.1]/1.5 [36]

and finally, the moment magnitude, M,, is directly and independently related to the v, value but
also to the p, f and [ (Eq. [21] and [22]) through the following equation:
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M, = [10910(1‘40“) 5 10910(l)+10910(zp)+l0910(10-ﬁ5) + logyo(mvy) — 9_1]/1_5 [37]
Thus, for an average computed moment magnitude, M,,, determined for v, = 3.5 km/s and
for its predefined range of values, 3.0 — 4.0 km/s, the maximum corresponding range of M,, is
inversely computed as +0.0446. This is defined based on the difference between the two
corresponding M,, standard deviation limits (higher and lower) in comparison to the average one.
The same average and variation of shear wave velocities values, £, 3.0 - 4.0 km/s are
considered for the medium close to the seismic source. In this case, also based on Eq. [37], the
corresponding maximum range of the average computed moment magnitude, M,, is £0.1116.

Following the same computation strategy, a representative density value of the Earth’s crust
(p ~ 2.8 g/cm?®), ranging from 2.5 to 3.1 g/cm® was considered, resulting in a variation range of
+0.0164 (Figure 36).

The total maximum “artificial” M,, expected variation range based on the combination of
the corresponding individual ranges of the three scaling parameters (v, f and p), can, according
to Eq. [37], cumulatively reach up to a maximum +0.173 (£0.0446, £0.1116, £0.0164), lower than
the usually routinely estimated standard deviation of 0.2 (and higher), for moment magnitudes.

Regarding the initially unknown Mean Free Path, [ which controls the excitation factor, E,
(Eq. [21], and [22]) and can significantly vary in different tectonic regimes, it can be considered
equal to the mean free path under isotropic scattering conditions (Sato, 1978). The corresponding
typical [ values at these conditions can mainly range between 10 to 1000 km, according to
measured values from several studies (Hatzidimitriou, 1996; Lacombe et al., 2003; Margerin et
al., 1999; Sato, 1978). This range can be considered as a reasonable variation range with a
geometric mean value of 100 km, for the STF and M, computation strategy. However, based on
these values of [, and on the same strategy followed above regarding the variation of v, f and p
scaling parameters (Eq. [37]), the corresponding maximum M,, variation becomes significant
(£0.333).

Consequently, in case that the second computation strategy is chosen for the STF scaling
correction and M, estimation, a total potential range of moment magnitude £0.504 (0.171+0.333)
must be considered, independently of the standard deviation range computed for the scaled STF
and M,.

4.2.11 Site Amplification Factor (SAF) estimation

The corrected mpSTF5¢ (displacement) obtained as presented in the previous sections, is in
fact considered as the apparent mpSTF (Eq. [29]) multiplied by the frequency independent factor
VF (Eq. [28]). This is theoretically true only after the low frequency part is modified by the plateau
extension down to zero frequency (e.g. Figure 37d and Figure 38b). The last process can
reasonably be considered as achievable for all sites where low frequency amplification can be
considered negligible, i.e., both reference rock sites and all sedimentary sites with a fundamental
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frequency above around 1 Hz (at least for the present study where coda waves exhibit a good
signal-to-noise ratio down to around 0.2 Hz). Nevertheless, some sites over very thick deposits, or
presenting intense topography, may exhibit low frequency amplification hampering the low
frequency correction, and this deserves specific investigations through a comparison with other
approaches to derive the SAF.

In any case (reference or non-reference site) the FAS of the mpSTF*¢, remains valid in the
reliable frequency part (estimated with the SNR analysis, step 2, flowchart-Table 6), and
independent of the fact that FAS values are affected by noise at low frequency.

Therefore, the Site Amplification Factor at a target site, SAF (f)¢qrg, could reasonably be
estimated with the ratio of the Fourier Amplitude Spectra (FAS) of the real apparent STF (site effect
included), computed from the same earthquake at the target site and at another one, whenever the
latter can be assumed as a reference site (SAF(f);er =1). This relation is valid under the
assumption of an isotropic source energy radiation, which in principle is acceptable for the coda
waves of low-to-moderate magnitude earthquakes and is expressed by Eq. [38]:

FAS[STFltarg FAS[real.STF]- SAF(f)targ SAF(f)targ _

FAS[STFlyey _ FAS[realSTF]-SAF(F)yer  SAF(Drer SAF(f)targ [38]

where the FAS[STF]; of the real “apparent” STF estimated at a site, j (target and reference), is
simply considered as the product of the common FAS[real.STF] of the real STF, free of site
amplification, with the SAF (f); of the corresponding site.

A similar relation can be established for the observed “scaled” FAS[mpSTF5¢] obtained
before their correction with the unknown factor VF (Eq. [29]) since:

FAS[STF] = FAS[mpSTF*¢|/NF [39]
Thus, based on Eq. [39], [27] and [28], the Eq. [38] can be analyzed as:

SAF(f) _ FAS[STF]targ _ FAS[mpSTFSC]targ/\/ Frarg _
Y79 FAS[STFlrer — FAS[MPSTFS],or/\[Frer

FAS[mpSTF*¢] 4rg° Ustarg / 10m2pB5liarg  Fa S[MpSTF*1yqrg° Vspary” m
- sc] .. .
FAS[mpSTFS],of- Vsyos ’107T2pﬁ5lref FAS[mpSTF*¢];ef Usres lrer

Eventually, taking into account Eq. [40] three simple conclusions can be extracted:
(1) The ratio of the scaled FAS[STF] of the “apparent” STF at the two sites (target and
reference) can provide the SAF(f) of the target site, only under the condition that both scaling

[40]

factors, Fi4rg and Fy.. 5, are known, or unknown but similar. The latter means that the average shear
wave velocity v, corresponding to the coda waves path from the earthquake focus to the target and
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reference site (vstarg and v f), as well as the corresponding mean free paths, l;4rgand L., must

be similar, so that the SAF (f) is not biased by a constant factor.

(i1) Taking into account the considered variation of vy and / parameters, (3—4 km/sec and 10—
1000 km, respectively), as mentioned above (ch. 4.2.10) and following the same strategy with
respect to the SAF (f) instead of the seismic moment, M,,, the maximum difference between the
computed SAFs(f) at a target site from several earthquakes can reach a factor up to ~ 7 (lower or
higher) between each other. This range is defined based on the v, V1 ratio (Eq. [40]) between the
target and the reference site, according to the range of their values. Nevertheless, when the
reference and target sites are located at the same region, sharing the same seismotectonic regime,
the path-related parameters v, and /1 are unlikely to vary as much.

(iii) Although the absolute SAF(f);qry amplitudes depend on v and [ parameters, the
relative SAF(f);qrg amplitudes values of the discrete frequencies are independent of these
parameters and can be theoretically revealed by Eq. [40]. In other words, the shape of the SAF(f)
is expected to be stable and independent of the scaling factor F.

4.3 Results

4.3.1 SAFs estimation based on SFC application to western Greece data

To estimate the SAF(f) at the 24 stations of Figure 7, the first two steps of the corresponding
SAF estimation technique described in the flowchart (Table 6), were implemented, aiming at
detecting the reliable 3-component records. Finally, 739 earthquake-station pairs (Figure 7), were
considered reliable to be examined for their STF computation, taking into account the SNR of the
records.

To compute the apparent-scaled (Eq. [29]) mpSTF*¢, the coda Q.(f) model was estimated
for each earthquake-station pair (Figure 39, Appendix N), following the 3™ step of the flowchart
in Table 6. For all stations a general agreement of the Q.(f) model (Appendix N), is observed
for the broader study area (western Greece). However, this observation cannot lead to the
conclusion of an absolute agreement between the computed Q.(f) models since some
discrepancies are presented in several earthquake-station pairs. These discrepancies could be due
to epistemic uncertainties of the single-scattering model used, due to the uppermost layers effect
of the coda waves especially in the sedimentary basin, or due to computational issues related to
the single-scattering model.
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Figure 39. The Q.(f) models (red lines) computed from each pair of earthquake-station for the 24
examined sites (Figure 7). The geometric mean curve (Q(f), black lines) and the corresponding standard
deviation range, at each station (sub-plot), is also displayed.
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Figure 39. (continued)

Thereafter, based on these Q.(f) models, 739 scaled mpSTF*¢ of the 89 examined
earthquakes (Figure 7) for the 24 sites were computed, following the 4" to 7" steps of the SAF(f)
estimation technique of the flowchart (Table 6). Then applying the 8" step of the flowchart, these
apparent mpSTF3¢, were corrected for the required low frequency plateau.

Consequently, the 9™ flowchart step was applied to the low frequency corrected apparent
mpSTF*¢, retrieving the corresponding seismic moment, M, for each earthquake-station pair.
Three different values of M, were computed for each apparent mpSTF*¢, corresponding to the
mean free path [ values of 10 km, 100 km and 1000 km (see step 9, flowchart-Table 6). Based on
these M,,, the corresponding moment magnitudes, M,, were calculated based on Eq. [35].

In Figure 40 the differences between the M,, obtained in the present study and the
corresponding local magnitude, M; (http://geophysics.geo.auth.gr/ss/, Appendix B), are presented
for each station of Figure 7, as a function of epicentral distance. What is firstly observed in
Figure 40 is that the scaling of the computed mpSTF*¢ is mainly controlled by the mean free path
variation and not significantly by the representative values of the rest scaling factors (p, £, vs,

Eq. [37]). This is supported by the relatively low computed variation range (~ 0.17) of the M; - M,,,
difference, separately estimated for each one of the three mean free path [ values (10, 100 and
1000 km) , which correspond to the expected corresponding range (+0.17) of the computed M,,
based on the reasonable ranges of p, 5, v, parameters (step 9, flowchart-Table 6). Moreover, it is
obvious that the three examined, mean free path, [ values, “cover” the unknown value of the real
[, since at least one of them lies close to the zero M; - M,, difference, or within its standard
deviation range (+0.2) corresponding to the typical one of M; . This observation indirectly confirms
that the [ values range, more or less, between 10 km and 1000 km, supporting the computational
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validity of the STF methodology proposed by Sébe et al., (2018) and slightly updated in this study.
Moreover, these mean free path values are in good agreement to the ~55 kmat 1.5 Hz and ~192 km
around 1 Hz, observed by Hatzidimitriou, (1996), based on coda waves and on macroseismic
intensity data analysis, respectively, for the region of Northern Greece.
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Figure 40. The difference between the local magnitude My from catalogue (Appendix B) and the
computed moment magnitude, Mystr based on the 2™ computation step of the (flowchart- Table 6) for
three different mean free paths: 10 km, 100 km and 1000 km (blue, red, black points, respectively).

Trying to have a better understanding of the mean free path variability, which is significant
for the SAF(f) estimation as explained above (step 10, flowchart-Table 6), the mean free paths, [,
were inversely computed (Figure 41) for each earthquake-station pair of Figure 7, solving
Eq. [37] for the mean free path, [, based on the moment magnitudes, M,, computed in GIT study
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(see. ch. 3, Appendix B), for the common earthquakes and on the scaled seismic moment M,, . of

each scaled computed STF (Eq. [33] and [34]). This solution takes into account the average values
considered for p, B, v, as given in step 9 in the flowchart of Table 6. The computed [ values
corresponding to each computed STF for each earthquake-station pair are shown in Figure 41. No
clear correlation is observed between [ and azimuth or epicentral distance, as well as not absolutely
stable [ values are observed at each station. However, two groups of sites can be roughly observed:
one with average mean free path [ <200 km and a second with [ > 200 km. This may indicate that
mean free path could be partly site dependent, something that is analyzed below. The latter
indication is investigated and discussed below.

Finally, the SAF(f) are computed (step 10, flowchart-Table 6, Eq. [40]) without the
knowledge of the values of shear wave velocity, vg and mean free path, [, for both target and
reference site, but considering that they are similar (Vstarg X Vspor yltarg ® lrer), so that to be

eliminated according to Eq. [40], avoiding thus the 9'" step of the flowchart in Table 6. In fact,
this assumption is a main issue of the study, the solution of which is approached by the results
presented below, aiming at confirming the three conclusions mentioned above in the “Site
Amplification Factor, SAF (f) estimation” section (step 10, flowchart-Table 6).

The SAF(f) referring to the 24 stations examined in this study (Figure 7, Appendix C),
were computed by using only the horizontal components of the reliable FAS part of the “apparent”
- scaled and low frequency corrected, mpSTF*¢ (step 8, flowchart-Table 6) (FAS[mpSTF*¢ ,,,],
Eq. [32]). They were determined with respect to the following two stations, “CKWP”, “VSK1”,
which were considered as reference based on the combination of the following criteria: (a)
installation on rock sites, based on in-situ geological observation; (b) measured or inferred average
shear wave velocity over the 30 first meters of rock (Vs3o) greater than ~ 760 m/s (Appendix C,
Margaris et al., 2021 for the “VSK1” and Cushing et al., (2020) for the “CKWP”); and (c) flat
shape of average Horizontal to Vertical Spectral Ratio (eHVSR) at least up to ~ 10 Hz, with
HVSR <3, (Appendix L). Two extra stations (the “ITC1” and “AST1”, Appendix C), are
conventionally examined here as reference up to ~10 Hz, albeit their inferred Vsso is ~450 m/s
(since the real one is unknown) (Appendix C). These stations are examined as reference ones, due
to the fact that they are installed very close to surface rock outcrop sites (based on in-situ
observation), their e(HVSR curves are approximately flat and lower than 3 (Appendix L), as well
as the computed SAF(f) of these two sites computed based on the GIT application for the same
regions (western Greece) was found close to ~1 (no amplification) (Figure 28).

The minimum distance between these, reference considered, stations is ~5 km and the
maximum ~65 km (Figure 7a) while the distances between the target and reference stations range
from ~ 0.4 km to ~ 110 km.
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Figure 41 Three column of pairs of subfigures which correspond to the 24 stations (Figure 7), where: the
left depict the epicenters of the earthquakes, colored according to the inversely computed Mean Free Path
(km) (the center of each sub-figure (0,0) corresponds to the position of the examined station) and the dashed
cycles correspond to 50, 100 and 150 km radius). The right column-subfigures depict the computed Mean
Free Paths (MFP) vs ML (see details into the text).
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It is worth noting that the SAF(f) computations could also be directly achieved from the
FAS[STF*¢,,,] (Eq. [32]), of the mpSTFS¢ in velocity, estimated earlier at the 6" step of the SFC
analysis (Table 6), overcoming by this way the 7" and the 8" steps, for two reasons: (1) The low
frequency FAS correction of the STF (displacement) at the 8 step is applied on the non-reliable
frequency part does not affect the reliable FAS part, used in SAF(f) computation and (2) The FAS
ratio of the mpSTF*¢, in displacement (step 7, flowchart-Table 6) between the two examined
stations (reference and target), is equal to the corresponding one from velocity mpSTFS¢ (step 6,
flowchart-Table 6), since the angular frequencies, @ (2rf), used as coefficient of velocity to
displacement FAS conversion (at the reliable FAS[STF*¢,,,] part, f # 0 Hz), at both the reference
and target mpSTFS¢, are eliminated at the FAS ratio (Eq. [30]).

Before the computation of the horizontal component SAF (f) and their comparison to the
corresponding ones based on the SSR technique of S-waves, the theoretical correctness application
of the SAF (f) estimation by using the horizontal component FAS must be firstly investigated. The
latter is required, because the application of the proposed SAF (f) estimation technique is based
on the conservation of energy of the same seismic source at two different sites and its correct
implementation should take into account all three components (Eq. [32]). However, proving that
the Horizontal to Vertical Spectral Ratio (HVSR) of the computed FAS [STFSCC(,mp] is identical to
the corresponding one computed by the direct body S-waves (same dataset), the energy distribution
will be the same between Horizontal and Vertical components for the direct and coda S-waves.
Thus, the comparison between the SAF (f) computed from SSR and from the proposed technique
will be theoretically valid. The above consideration is confirmed, since the computed HVSR, at
each examined site (Figure 7, Appendix C), of the direct body S-wave FAS (Appendix L) and
of the FAS[STF*° .o ] (Appendix O), are similar (Figure 42).

In Figure 43 the computed SAF(f) of the 24 stations, are presented by using the CKWP as
a reference station. Their geometrical mean is also computed separately for each site. Focusing at
each individual station, the relevant stability of the SAF(f) shape, and their maximum difference
which is generally much lower than 7 times between each other separately confirm the second and
the third conclusion which were theoretically extracted at the “Site Amplification Factor, SAF(f)
estimation” analysis (step 10, flowchart-Table 6).

The first conclusion which refers to the average shear wave velocity and mean free path
similarity resulting in stable SAF(f) amplitudes, is supported by the relatively satisfactory
agreement of the computed SAF(f) (Figure 43, grey lines), for each site, at least up to ~92 km.
The event-to-event variability of the SAF(f) estimations may be characterized, for each site and
frequency, f, by their logarithmic standard deviation around the logarithmic SAF(f) average
(geometric mean) (Figure 43, black lines), as is usually done for every method for estimating a
site attribute (SSR, GIT, HVSR). To quantify this variability with a single scalar value over the
whole considered frequency range, the weighted root mean square (rms) formula, based on the
Y;(f) = logio(SAF(f)) and on the corresponding logarithmic average Y(f), was computed for each
data i, at each station separately, as follows:
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Syl wi () 16D = T(H1P)
Smex (s wi(f)}

Fmin

rms = [41]

where w;(f) = df /f (df is the “fft” sampling frequency) balance the logarithmic weights of the
numerator quantity, with respect to the logarithmic weights of the computed FAS(f) values in
frequency axis.

0.1 03 061 3 6 10 20 04 03 061 3 6 10 20 01 03 061 3 6 10 20 01 03 061 3 6 10 20
Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz)

Figure 42. The “average” (geometric means) HVSRs (blue lines), of the 24 examined sites (Appendix C),
computed from the direct S-wave data used above in this study (ch. 2.1, Appendix L) and from the
FAS[mpSTF*¢] (red lines) computed in this chapter (Appendix O) based on the SFC method.

Figure 44a displays this variability of the computed SAF(f) (Figure 43, grey lines), for
each station - reference distance, through the rms quantity (Eq. [41]), leading to two main
observations: There is a clear trend for increasing variability with distance (Figure 44a), but the
scattering remains relatively limited (less than 0.2, which is comparable to SSR variability). At
short distance however, corresponding to all CK stations (Figure 44a), the average value is less
than 0.1, which is very limited and is similar, or even lower, than the scattering on HVSR ratios
(see for instance: Field and Jacob, 1995; Theodulidis et al., 1996; Theodulidis and Bard, 1995).

The geometric means of the computed SAF(f) are also compared to the corresponding ones
computed by other methods. More specifically, the SSR (Borcherdt, 1970) of the 5 ARGONET
borehole stations, “CK” (CKO0, CK6, CK15, CK40, CK83) (Appendix C), computed by Grendas
et al., (2021c) based on Kishida et al., (2016) and Perron et al., (2018) S-wave duration selection
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and using the nearby (~0.4 km) CKWP reference station, are compared with the corresponding
SAF(f) computed in this study (Figure 43). Moreover, the SAF(f) of the 24 stations (Appendix
C) estimated by the Generalized Inversion Technique (GIT) application, implemented in this study
(ch. 3, Figure 28), are also compared with the corresponding SAF(f) computed in this study
(Figure 43). These GIT SAF(f) have been “corrected” so that the CKWP station being considered
as absolute reference station (no amplification) and the SAF(f) computed by the two
methodologies (SFC and GIT), being comparable. This correction has been implemented just by
dividing all the GIT SAF(f) by the SAF(f) of the CKWP (Figure 28).

The SSR SAFs(f) of the 5 “CK” sites which constitute reliable amplification estimates, are
in good agreement compared with the corresponding SAF(f) resulting from the proposed SFC
technique (Figure 43), both using the station CKWP as reference site. Moreover, for most of
ITSAK stations, satisfactory agreement is also observed between the SAF(f) computed in the
present chapter and those estimated by the GIT (ck. 3, Figure 28). For these SAFs(f), observed
disagreements, mainly in absolute amplification at some sites (VAS2, LEF2, ZAK2, AGR3, PRE2,
KACI, MSLI) that undergo high amplifications, can be related to several factors. Among these
factors could be considered: the potential surface waves contamination of coda, the choice of the
significant shorter S-wave windows used as data in GIT in comparison to the long ones examined
here, or the effect on SAF(f) by the average attenuation factor controlled by the broader Aegean
area in the GIT. However, it can be reasonably considered that these results tend to approach
satisfactorily the actual SAF(f).

The SAF(f) computed in this study with respect to the CKWP reference station (Figure 43)
seem to statistically agree with those obtained with alternative methods at least where reference-
target site distance is less than ~60 km. This observation comes from a visual “inspection” of the
average of the alternative methods (Figure 43, blue and red lines), so that to approximately fall
within the standard deviation range of the computed in this study SAF(f) (black lines). It is worth
noting that geometric mean of the 5 “CK” SAF(f), computed by the proposed SFC technique
(black lines, Figure 43), indicated a small overestimation at the higher amplification part (around
1-2 Hz) in comparison to the corresponding SAF(f) computed by SSR (red lines, Figure 43).
However, this overestimation lies below the +1 standard deviation of the SSR values and is
progressively reduced, when the target site is moved from the surface to borehole bottom, or when
the intense site spectral amplification at the specific frequency part (1-2 Hz) is decreased (or
alternatively when the contribution of surface waves to ground motion is decreased). For example,
for station CK83 at the bottom of the borehole, the SAF(f) computed by the SSR and the proposed
technique are identical. Generally, all the estimated SAF(f) at least up to ~60 km seems to have
similar shape to the one computed by the GIT, while for those sites at which a fundamental
frequency exists and an intense amplification is presented (e.g. VAS2, Figure 43), the SAF(f) at
this frequency range, is slightly overestimated. The average rms value that characterizes the
maximum expected variability at ~60 km is ~0.15 (Figure 44a).
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Figure 43. Two columns of pairs of subfigures where the left depict the SAF(f) for the 24 examined sites
(Figure 7) computed by: (1%") the proposed technique based on SFC method (grey lines, black line the
geometric mean) using the “CKWP” as a reference station. (2") the SSR technique (red lines) for the 5 CK
stations, with respect to “CKWP” (3™) the GIT application implemented above in this study (blue lines).
These SAF(f) (blue line), are the corrected one, with respect to “CKWP” (details into the text). The distance
between targets and reference site is also given. The right subfigures depict the epicenters of the examined
earthquakes (black points) at the SFC method, with respect to the examined station location (middle-red
triangle). In red triangle (non-middle), the reference location is depicted, with respect to the examined
station one.
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Figure 43. (continued)
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Figure 44. (a) The rms quantity (Eq. [41]), of the estimated log10(SAF (f)) (grey lines in Figure 43) from
the corresponding logarithmic average (geometric mean) (black lines in Figure 43), for each site, versus
reference-target site distance, with respect to the “CKWP” reference station. (b), (¢) and (d) are similar to
the Figure 44a, but refereeing to logl0(SAF (f)) from Figure 45, Appendix P and Appendix Q, for the
VSKI1, ITC1 and AST1 “reference” stations, respectively.
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The above observations are in agreement with the one presented by Margheriti et al., (1994),

comparing SSR results obtained by using “S” and coda waves (for adjacent stations). They claimed
that “the coda amplification generally yields upper bounds for the S-wave amplifications on the
frequency band (0.5 to 10 Hz)”, mainly at cases where site amplification is intense, while in
different cases the SAFs(f) are going to be of similar amplification level. Similar conclusions
derived by Seekins et al., (1996), comparing SSRs of S-waves and coda waves. Also, similar
observation has been extracted by the most recent study of Ito et al., (2020), where the comparison
between SAF retrieved from S-waves and from the entire earthquake waveform, indicates
overestimation of the former by the latter one, at stations of intense spectral amplification below a
frequency of ~2Hz. This observations is also in agreement with the conclusion extracted by Bard
and Bouchon, (1985) and by Kawase and Aki, (1989), where for surface sites at deep sedimentary
basins, the strong basin effects create larger amplification and longer duration, since the wave
energy is trapped into the valley, due to 2D/3D effects and the coda amplification assumption for
the body wave incidence in no longer valid in the lower frequency range (< 2 Hz).

The SAF(f) were also computed using as reference the “VSK1” rock station and they are
presented in Figure 45. A similar increase of the scattering between the computed SAF(f)
(Figure 45) and the corresponding geometric mean SAF(f), expressed by the single scalar
quantity of rms (Eq. [41]), is presented (Figure 44b), with a minimum ~ 0.13 value at zero
distance between reference-target sites. For this reference site, the corresponding SAF(f)
estimated by GIT application (ch. 3, Figure 28), seem to slightly diverge from values close to one.
For this reason the computed geometric mean (black lines) of the SAFs estimated for the 18 ITSAK
sites (ARG2, VSK1, LXRI1, ITC1, VAS2, LEF2, ZAK2, AST1, AGR3, PRE2, PYR2, PYR3,
AOL1, KACI1, MSL1, PAT4, PATS and KRI1), were “corrected” (blue lines) for the absolute
SAF(f) (Figure 28) of the reference “VSK1” site (Figure 45), by a similar process as above in
Figure 43, so that the comparison of the SAF(f) computed by SFC (black lines) and GIT (blue
lines) methodologies being compatible and valid. Moreover, the computed SSR (red lines,
Grendas et al., 2021c) for the ARGONET sites (CKO0, CK6, CK15, CK40, CK83), with respect to
the reference CKWP, were also “corrected” by multiplying them with the computed SAF(f) (black
line) of the CKWP, so that being comparable.
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Figure 45. The corresponding to Figure 43, SAFs using station “VSK1” as reference (black lines). The
SSR results of the 5 CK . stations with respect to “CKWP” (red lines), have been adapted- corrected for
the computed average SAFs of the “CKWP”, computed here.

112



%0 TXRTIVSRT T 7] \ W80 T e
(25.6 km) (14:1 km} 100 A -l A
10 [ S
L ’g 50/ s \,p PR Y
3 =3 o)L A ! (L‘E)\ ‘+l
E 5 2 S R
z -50 |4 \//\‘* NS
A el N
00| N =T
A P
-150 =
100 0 100
LEFZ)VSK R ST A
(48.5 km) ] 100 A = A
= JX L /\/\ \\
k=1 £ %0 / \/\,\) Vo
3 & — = OfF b+ %-¢ |
-50 \\ N .“ \/\; //
400 | 5 e
{ 1so b TN
150,100 0 100
ASTAAVSK1 N B4
(48:1-km) 100 /\ Ll A
T £
£ (]
< 2 -
-~
0.3
30 (AGR3YVSKI PREZ
(76.8km) | - (63.2k
10 .
= s &
E 3=~ = @ —
<C Ny i
N ¥ 7 z
1
N
03 =
30 [PYRZ VSR PYR3 \ VK1 : el PR
(113.3 km) (113.1 km) A N
10 - _
5 R : &
E 3% : ~ P g i
< SN W . = -
1 35
[ B A
03 ! !
100
30 (AOLT S VSKT KACT YVSKA e N
10 1(126.0km) (91.0 km) A A 100} A o A
ST X N
. — @ R o 501 L NRN
5 i ] Y T Aol
& )} N . Of bt & 5t
< % 7 NI
) - z 50 @ RN
WAy
{ 4 | 100 T v
I | | N DT S I
100 0 100
PATA VVSK1 B PR R
(105.1 km) 100 A - A
— 50 // X L/\/\ \\
= g e p— \/\/‘l)\ Vo
: — SW-en
N B0 @S
a8y i 100 | e
0.3 S I — -150 ARSI
4100 0 100
30 (PAT5 VVSKI KRIT1VSK e P
(108.1 km) (86.0 km) 1001 A olme A
10 N Y
: T 50/ N N Y
G = o kst
< M —F @ RSS i 0**#*(’5‘5*;*%*4’
r ] s - 5 7 bV ) 50 ' /\\L}\/ h
1 R ™= = = 2 = RN /\/\ ! //\/ /
| | } ot i X R S R
0.3 1 1 I 1 i I 150 T P
0.1 03 06 1 3 6 10 20 0.1 03 06 1 3 6 10 20
Freq. (Hz) Freq. (Hz)

Figure 45. (continued)

The SAF(f) results presented in Figure 45 using the VSK1 as the reference site, are similar
with those derived by using the CKWP station as reference even though the distance between
VSK1 and CKWP reference stations is 27.4 km. In addition, the SAF(f) computed by the SFC
method (Figure 45, black lines), present a relatively satisfactory agreement with those computed
by alternative methods at least when the reference to site distance is up to ~ 60 km, after a visual
“inspection” of the average SAF(f) of the alternative methods (Figure 45, blue and red lines), so
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that to approximately fall within the standard deviation range of the computed in this study SAF(f)
(Figure 45, black lines). The variability of the SAF(f) computed by the SFC method is expressed
by rms equal to 0.15 (Figure 44b). Similar results were also extracted by computing the SAF(f)
based on the SFC method, with respect to the “ITC1”, and “AST1” sites (Appendix P and
Appendix Q), that were considered as “reference”, since their SAF(f) computed by GIT (ch. 3,
Figure 28) tend to be of similar amplitude level to the corresponding ones estimated using the
stations CKWP and VSK1 as reference ones. Similar agreement in the increase of rms (Eq. [41])
of the computed logio(SAF(f)) (Appendix P and Appendix Q) at each site, in comparison to
reference-target site distance, is presented in Figure 44c¢, d , respectively, with a minimum of ~0.1
and ~0.13 at zero distance and an average expected one up to ~0.15 at ~60 km. Based on the
minimum values of rms estimated for the four reference stations (Figure 44) an average of ~0.12
for the minimum scattering of the SAF(f) can be considered, while an average value of ~0.15 can
be considered for target-reference site distance up to 60 km.

Based on the satisfactory stability of the results presented with respect to all four distant
reference considered stations (expressed by rms ~0.15), the “interaction” between the SAF(f) and
the inversely computed mean free paths, [ of Figure 41 was further investigated. More specifically,
all the computed FAS[STF3¢] of the apparent STFs, were corrected (divided) for the corresponding
geometric mean SAF(f) for each site, computed with respect to the VSK1 reference station
(Figure 45). At those low frequencies for which no SAF(f) was computed, a linear interpolation
(in log-log scale) of SAF(f) was implemented, between the lowest frequency, f;,,, determined
SAF (fiow) value (Figure45) and the SAF(0.01) =1, considering negligible generic
amplification for the low frequency f = 0.01 Hz, independently on the site conditions (Boore and
Joyner, 1997). The corrected FAS[STF*¢] results for all the earthquake-station pairs, are provided
in Appendix R, presenting a relevant stability between each other, for each site, at each
earthquake, separately.

After this correction the mean free path, [ values were re-computed (like the one in
Figure 41), with respect to the moment magnitudes retrieved by the GIT application above in this
thesis for all the corresponding earthquakes (Figure 23, Appendix B). The new computed, [, are
displayed in Figure 46 (given in Appendix B) for all the stations and they clearly present a better
stability to higher values as well as lower variability, than the one displayed in Figure 41. These
observations are similar to all stations and they are confirmed by the MFPs scattering presented in
Figure 47a and Figure 47c. At these figures the MFP distribution seems to be “improved” after
the site effect correction (Figure 47b vs Figure 47d), presenting a sharp normal shape (of the
logarithmic MFP values), with a geometric mean of [ around ~253 km (on average) and a standard
deviation range between 88 km and 727 km (the corresponding values computed without
correcting for the SAF(f) ranges for one standard deviation between 16-498 km with a geometric
mean ~89 km). The latter supports the topic of this study regarding the use of a distant reference
station, in SAF(f) estimation, under the relatively similar excitation factor (Eq. [21]) of the study
area.
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Finally, based on the geometric mean values of the SAF(f) for the 6 ARGONET sites
computed with respect to the VSKI1, the corresponding minimum phase mpSAF (t) were also
computed (Figure 48) attempting to present site effects in time domain. For this reason an
experimental positive-pulse wavelet based on the Brune’s source model (Brune, 1970), with
duration, Teen = 1S (Tecen = 1/fzen) and of maximum amplitude equal to one was convolved with
the corresponding mpSAF (t) at each one of the 6 ARGONET sites (Figure 49). The resulting
wavelets clearly indicate a resonant-type amplification, characterized by more cycles and larger
amplitudes, as the depth decreases from the bottom of the borehole (CK83) to the surface (CKO),
while the dominant frequency remains the same over the top 40 m.
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Figure 46. The Mean Free Path (km) values similar to Figure 41 after the correction for the “average’
SAF(f) of Figure 45 (same color bar), estimated from each earthquake-station pair for the 24 stations
(Figure 7a). The center of each sub-figure (0,0) corresponds to the position of the station. Dashed cycles
correspond to 50, 100 and 150 km radius. Mean Free Path versus moment magnitude, is also presented, as
well as their geometric mean and their corresponding standard deviation (given in Appendix C).
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Figure 47. (a) The distribution of the computed Mean Free Paths of Figure 41 vs the magnitude M,, of the
examined earthquake (Appendix B) and (b) the corresponding histogram. (¢) The geometric mean and the
corresponding one and two standard deviation ranges are shown (similar to the figure a) for the corrected
MEFP of Figure 46 and (d) the corresponding histogram.
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Figure 48. The minimum phase SAF(t) wavelets computed for the 6 stations of ARGONET, based on the
corresponding “average” SAF(f) with respect to the “VSK1” reference station. shown in Figure 45.
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Figure 49. An example of an input wavelet (blue) and of the corresponding output with site effects one
(red) after convolutions of the former with the corresponding mpSAF(t) wavelet presented in Figure 48,
for each one of the 6 stations of ARGONET, with respect to the VSK1 reference station.

4.3.2 SAFs estimation based on SFC application to southeastern France data

The SFC method was applied also to the data (3™ examined group, ck. 2.3) collected from
16 stations (Appendix D) installed in southeastern France (Figure 8), in order to estimate their
SAF(f). Following the same process as applied to the western Greece data (ch. 4.3.1), the first two
steps of the SAF(f) estimation technique provided in the flowchart of Table 6 were implemented
after detecting the reliable part of the 3-component records. After this step, 144 earthquake-station
pairs (Figure 8) were finally considered reliable for the estimation of the apparent-scaled
(Eq. [29]) mpSTF>¢. Thereafter, the 3 step of the flowchart in Table 6 was implemented, to
determine the coda Q.(f), corresponding to each earthquake-station pair (Figure 50) and then to
remove it from the corresponding coda wave record (step 4, flowchart-Table 6). Finally, the scaled

mpSTF 5 (in velocity) of the 35 examined earthquakes (Figure 8) for the 16 sites, were computed,
based on the 5™ and 6™ steps of the flowchart in Table 6.

Avoiding the computation of the scaled mpSTF*“(in displacement) of each coda wave record
for each earthquake (step 7, flowchart-Table 6) and of their low frequency and scaling corrections
(step 8 and 9 respectively), the SAF(f) estimation (step 10, flowchart-Table 6) for each station

was directly applied on the already determined scaled mpSTFSC (in velocity). This estimation was
implemented with respect to two reference stations, considering that the excitation factor remains
similar for the entire examined area and is satisfactorily constrained. The stations “BSTF_00 HH”
and “CA01 217 were considered as reference stations, based both on their geological site
conditions and housing characteristics (Appendix D) and on their computed HVSR curves
(Appendix S) which show a flat shape at least up to ~10 Hz.
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Figure 50. TheQ.(f) models (red lines) and their standard deviation range (red dashed lines) computed for
each earthquake-station pair for the 16 examined sites of Figure 8. The geometric mean curve (Q.(f),
black lines) and the corresponding standard deviation range, at each station (sub-plot), is also displayed.

In Figure 51 the computed SAF(f) of the 16 stations of Figure 8 (Appendix D), with respect
to the “BSTF 00 HH” station, are depicted (grey lines) and their geometric mean (black lines)
were computed when more than two values per frequency were available. Although the examined
group of data do not result in large number of SAF(f) estimations for each one of the 16 sites, they
present a general stability at least when the distance between target and reference site is up to
~60 km, similar to the results of the SFC application to western Greece data (ch. 4.3.1) which is
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around 60 km. In Figure 52a the variability of the computed SAF(f) shown in Figure 51 with
grey lines, for each station versus the target-reference distance, is presented through the rms
quantity (Eq. [41]), confirming a similar conclusion extracted for the western Greece data
(Figure 44), i.e. (i) a clear trend of increasing variability with distance and (ii) the dispersion of
the computed SAF(f) remains relatively limited (less than ~0.2) and lower than ~0.15 for target-
reference distance up to ~50 km.

The SAF(f) results (Figure 51) were compared to the corresponding SSR results, of the
Cadarache (CA02 21, CA04 21 and CA10 22) sites computed with respect to the reference site
CAO01 21, considered as rock sites. It’s worth noting that these SSRs presented in Appendix T,
were computed using data from all the 58 earthquakes, that were initially examined in this study
(3" group of data, ch. 2.3). The S-wave records used for the SSR estimation, were selected based
on the same process applied on S-wave records of the 1% group of data (ch. 2.1). The SSR results
in Figure 51, have been appropriately adjusted in order to be comparable to the SAF(f) results
computed based on the SFC method (Figure 51), with respect to the “BSTF 00 HH” reference
stations. This adjustment was applied by multiplying the SSR results (Appendix T) of the three
Cadarache sites with the average computed SAF(f) of the CAO1 21, based on the SFC method. A
satisfactory agreement between the SAF(f) (applying SFC method) and the adjusted SSR is
observed, similar to the one observed for western Greece (e.g. Figure 41).

In addition, these SAF(f) were compared to the corresponding results computed by GIT
applications (Figure 51). More specifically, 4 GIT applications were implemented
(Traversa, P., 2021, personal communication), based on two different algorithms (a parametric
and a non-parametric one), using different reference condition (the sum of all the stations and the
OGDI 00 HN station). These site factors resulted using the GIT were also adjusted in order to be
comparable to the SAF(f) resulted by the application of the SFC method, for which the
“BSTF 00 HH” station was considered as reference. This adjustment was applied by dividing all
the SAF(f) of GIT, with the corresponding SAF(f) (also by GIT) of the “BSTF 00 HH” reference
station. In Figure 51 all the 4 adjustment GIT cases present identical results between each other
and are also in relatively good agreement with those computed by the SFC method.

In Figure 53 the corresponding SAF(f) computed based on the SFC method are shown using
the station CAO1 21 as a reference one, in comparison with the SSR results for the Cadarache
stations. A relevant good agreement between them is observed, while a similar stability of the
SAF(f) results at each site (grey lines) to those shown in Figure 51, for target-reference distance
up to ~50 km is also observed, confirming the relatively low variability of the SAF(f) results (grey
lines), around their corresponding geometric mean (Figure 52b).
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Figure 51. Two columns of pairs of subfigures where the left depict the computed SAF(f) for the 16
stations of Figure 8 (Appendix D) based on the SFC method (grey lines, solid black line is the geometric
mean and dashed lines are the standard deviation limits), with respect to the “BSTF_00_HH” reference
station. The adjusted SSR results (red lines, Appendix T) for the 3 Cadarache (CA..) stations with respect
to the CAO1 21, are also presented. In yellow, cyan, brown and purple (they are all identical to purple) the
adjusted GIT results (Traversa, P, 2021, personal communication) computed for parametric (p) and non-
parametric (np) cases are depicted, by using either the sum of all the stations as reference (all), or the
OGDI_00_HN station (the legends are shown in BSTF_00_HH subfigure). The right subfigures depict the
epicenters of the examined earthquakes (black points) at the SFC methodology (grey lines), with respect to
the examined station location (middle-red triangle). In red triangle (non-middle), the reference location is
depicted, with respect to the examined station one.
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Figure 52. (a) The rms line (Eq. [41]), of the estimated for each site, logl0(SAF (f)) of Figure 51 (grey
lines) from the corresponding logarithmic average (geometric mean) (black lines), versus reference-target
site distance, with respect to the “BSTF 00 HH” reference station. (b) similar to (a) but refereeing to
loglO(SAF(f)) from Figure 53, for CAO1 21 reference station.
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In Figure 54 the corresponding 16 SAF(f) computed by the SFC, with respect to the
“OGCA_00_HN” reference station, are presented. In this figure, although the data is limited (only
one SAF(f) is retrieved for most of the stations), the results are similar with those extracted from
Figure 51 and Figure 53, for the “BSTF 00 HH” and “CAO01 21" reference stations, while the
distance between these two stations and “OGCA_00 HN” is 8 km and~10 km, respectively.

Finally, based on the already computed mpSTFS¢ (in velocity) of the 35 examined
earthquakes (Figure 8) for the 16 sites, the scaled mpSTF*“(in displacement) of each coda wave
record were computed only for the horizontal components (step 7%, flowchart-Table 6) and the
low frequency correction was applied (step 8™). All these scaled mpSTFS¢ were divided for the
geometric mean SAF (f) for each site, estimated by using “BSTF_00 HH” as reference station
(Figure 51). For those low frequencies for which SAF(f) was not feasible to be computed, a linear
interpolation (in log-log scale) of SAF(f) was implemented between the lowest frequency, fiow
determined SAF (f,,,) value (Figure 51) and the SAF(0.01) = 1 (negligible generic amplification
for the low frequency f =0.01 Hz, independently on the site conditions, Boore and Joyner,
(1997)). This adjustment was also applied on the western Greece data, above in this study. By this
osc-(Eq. [34]), was determined for each scaled mpSTF*¢

and then based on the moment magnitude of each earthquake (Appendix F) and on Eq. [37], the

correction the scaled seismic moment, M,

mean free path, | corresponding to each coda wave record was computed (Figure 55). The
computed [ values present relevant high values (Figure 56), with a geometric mean ~835 km,
ranging mainly between 186 km and 3750 km (the one standard deviation range). These average,
[ values are overestimated with respect to those of the early coda waves (~250 km) estimated for
the crust of the broader France region by Lacombe et al., (2003) for frequency ~3 Hz. Here, it’s
worth noting that Lacombe et al., (2003) observed a frequency dependance of the mean free path
for this region from ~300 km at 2 Hz to ~15 km at 5 Hz, as well as they also outline the quite
higher values (~1000 km) of the mantle free path, due to the lower number of heterogeneities than
those in the crust.
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Figure 53. Two columns of pairs of subfigures where the left depict the computed SAF(f) for the 18
stations of Figure 8 (Appendix D) based on the SFC method (grey lines, solid black line is the geometric
mean and dashed lines are the standard deviation limits), with respect to the “CA01_21" reference station.
The SSR results (red lines, Appendix T) for the 3 Cadarache (CA..) stations with respect to the CA01 21,
are also presented. The right subfigures depict the epicenters of the examined earthquakes (black points) at
the SFC methodology (grey lines), with respect to the examined station location (middle-red triangle). In
red triangle (non-middle), the reference location is depicted, with respect to the examined station one.
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Figure 54. (similar to Figure 51) The SAF(f) for the 16 stations of Figure 8 (Appendix D) computed
based on the SFC method (grey lines, black line is the geometric mean), with respect to the OGCA_00_HN
reference station. The adjusted SSR results (red lines, Appendix T) for the 3 Cadarache (CA..) stations
with respect to the CAO1_21, are also presented. In yellow, cyan, brown and purple (they are all identical
to purple) the “corrected” GIT results (Traversa, P., 2021, personal communication) computed for
parametric (p) and non-parametric (np) study cases, by using either the sum of all the stations as reference
(all), or the OGDI 00 HN station.
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4.3.3 SFC application on four low-to-large magnitude earthquakes and evaluation of their
mpSTF

Based on the SFC analysis mentioned above in this chapter the minimum phase Source Time
Functions were estimated for four earthquakes of the 4™ group of data of this study (ch. 2.4), at
each examined station and they are presented in this section. The most appropriate mean free path
values, which are discussed at each case, have been taken into account.

Earthquake Id: 20120226 223756, M,,~ 4.2

Regarding the first earthquake occurred in Southeastern France (M,,=4.15 earthquake
id: 20120226 223756, 4™ group of data, ch. 2.4), the scaled for the F factor (Eq. [28]) Fourier
Amplitude Spectra, FAS[STF*¢] (in velocity) (Eq. [32], for the horizontal components) at each
station (Figure 9a) were firstly estimated based on the first 6 steps of the SFC algorithm (Table
6). Before the estimation of the scaled minimum phase Source Time Function, mpSTF*¢ (in
displacement) (based on the 7 and 8" steps of the algorithm) and its scaling correction (9" step),
the available Site Amplification Factors, SAF(f) of the examined sites, were firstly removed from
the corresponding FAS[STFS¢]. More specifically this correction was achieved by firstly
computing the minimum phase of each available SAF(f) (mpSAF(t)), as in the example of
Figure 48 and deconvolving them from the mpSTFS¢. The SAF(f) of each station used for the
correction per examined earthquake, were the average one computed based on the BSTF 00 HH
station (Figure 51). For those stations that no SAF(f) was available (Appendix E), no correction
was applied to the mpSTFS¢. However, it must be mentioned that no significant site effects are
expected at these sites, since they are installed on rock conditions.

After this site effect correction of the FAS[STF*°] at each station, the 7" and 8™ steps of the
SFC algorithm were applied to retrieve the scaled and corrected for the low frequency plateau,
mpSTF5¢. Thereafter, the scaling correction of the mpSTF>¢ was applied based on the 9" step of
the SFC algorithm, by computing the F factor (Eq. [28]), considering the mean free path,
[ = 835 km. This value is the average one estimated in this study (Figure 56) by the application of
the SFC method to lower magnitude earthquakes occurred in the broader area of Southeastern
France (Figure 8). Moreover the [ = 3750 km and 186 km, were used to retrieve the =1 standard
deviation limits of the mpSTF, based on the values obtained in Figure 56. Finally, the seismic
moment magnitudes, M,, corresponding to each mpSTF of each earthquake-station pair were
determined, based on the already computed seismic moment, M, and on Eq. [35].

In Figure 57 the mpSTFs of the current examined earthquake (M,,=4.15 earthquake
id: 20120226 223756) computed at each examined station of Figure 9a, are presented, in
comparison with three different cases of the total seven apparent STF estimated by Courboulex et
al., (2013), presented in Figure 58 and which include high frequency rupture directivity effect.
These apparent STFs were computed based on a high frequency analysis using Empirical Greens
Function (EGF), applying the deconvolution method developed by Vallée, (2004), between the
mainshock and a small aftershock at the same region. The three cases presented in Figure 57
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represent the two “extreme” cases of the higher duration-lower STF peak and lower duration-
maximum STF peak, that is the STF of the OGAG and ISO station, respectively, expressed by the
Doppler’s effect, as well as the average STF, computed based on the available seven apparent
STFs provided by Courboulex et al., (2013) (Figure 58).
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Figure 57. The mpSTF computed in this study, for the M,,=4.15 earthquake (id: 20120226 _223756), at
each examined station, based on the SFC method (black line). The corresponding apparent STFs computed
by other method (Courboulex et al., 2013) for the following two extreme cases: the minimum duration-
high peak (OM.Min - red line) and the maximum duration-low peak (OM.Max - red dashed line), as well
as the average computed by all the available apparent STF (OM.Av. - blue line). The corresponding
computed M,, of each case is also presented.
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Figure 57. (continue)

It’s worth noting that the mpSTF (Figure 57) present some low, non-reasonable negative
values, that are probably related to some low site effect “contamination” in high frequencies, that
were not absolutely reduced by the average SAFs(f) used for the site effect correction. However,
this SAF (f) correction, converges to mpSTF results, which satisfactorily approach the moment
magnitude, M,,=4.15 computed by Courboulex et al., (2013), but also approach its rupture
duration, which seems to vary between 0.4s and 1.2's, as presented in Figure 57. More
specifically, regarding the M,, computed at each site depending only on the stable value of the low
frequency plateau of the FAS[mpSTF] (Figure 59), it seems that all satisfactorily approach the
M,,= 4.15, taking into account their standard deviation range. Also, based on Figure 57, it can be
observed that most of the mpSTF approach the “minimum duration-high peak™ apparent STF, or
at least the average computed one, in terms of duration. This observation albeit it is related to the
minimum phase assumption regarding the energy release at the beginning of the STF, obviously
agree to the observed corner frequency, f. at the corresponding FAS[mpSTF] presented in Figure
59, independently of the minimum phase assumption. Most of the FAS[mpSTF] present f. > 1 Hz,
which correspond to source duration, 7, < 1 s, in agreement to range 0.4 s to 1.2 s, obtained by the
Courboulex et al., (2013). The station OGMU_00 HN, is the only one at which f. ~ 1 Hz (Figure
59) (T, ~ 1 s, Figure 57), indicating a partial directivity effect, in relevant agreement to the one
extracted by Courboulex et al., (2013), for the stations at the opposite side (towards NNW) of the
rupture direction (Figure 58). However, not obvious correlation is extracted between the mpSTF
and the directivity effects of the source rupture, as presented in Figure 60a,b, determining mainly
the average source duration (T, ~ 0.5-1 s). Finally, the average computed M,, based on all the
computed ones of the mpSTF (Figure 57), 1s 4.21 £ 0.15 (Figure 60), in quite good agreement to
the M,, =4.15 = 0.2, computed by Courboulex et al., (2013).

Finally, regarding the use of the minimum phase scenario of the STF estimation based on its
FAS, it seems that at this case where the STF is not so complicated, with a relevant low duration
(~1s), is in a relatively good agreement with the STF estimated by Courboulex et al., (2013).
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Figure 58. The same map displayed in Figure 9a, where the apparent STFs computed by Courboulex et

al., (2013) at the seven specific stations (red cycles) are now presented.
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137



Earthquake Id: 20191111 105245, M,,~4.9

Regarding the second earthquake occurred also in Southeastern France (M,,=4.85
earthquake id: 2019111 105245, mentioned at the 4" group of data, ch. 2.4), the same process as
the one mentioned above for the first examined earthquake in the same area was applied for the
mpSTF*¢, correcting it by the same scaling factor, (I = 835 km, one standard deviation range:
[ =186-3750 km, Figure 56). In Figure 61 all the determined mpSTF (Appendix U) computed
based on the SFC method for the examined stations (Figure 9b) are presented in comparison to
the two extreme cases of the real STF (the minimum duration-higher STF Peak and the maximum
duration-lower STF peak) and the average one as estimated by Causse et al., (2021). In this case
albeit all the station are located perpendicular to the bilateral rupture directivity of the fault (see
Figure 9b), the mpSTFs “fit” better to the shape of the apparent STF related to the minimum
duration and higher STF peak (Figure 61a). This is not an effect of the minimum phase scenario,
since also all the FAS of the mpSTF (Figure 61b) “fit” better to the corresponding FAS of the
minimum duration-maximum energy peak STF (see in Appendix V). Regarding the minimum
phase scenario, seems to be a good hypothesis for this earthquake, since the mpSTF approaches a
simple pulse wavelet. Thus, the mpSTF can reveal information about the source duration. All the
mpSTF indicate duration up to ~1 s, which is in quite good agreement to the shorter duration STFs
estimated by Causse et al., (2021), ranging between 1 s and~4 s.
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Figure 61. The corresponding to Figure 60, for the M,,=4.85 (earthquake id: 2019111 105245). The
apparent real STF and their FAS are based on Causse et al., (2021).

Earthquake Id: 20140226 135543, M= 6.1

Regarding the third earthquake which was occurred in western Greece (M,,=6.05
earthquake id: 20140226 135543, mentioned in the 4™ group of data, ch. 2.4) the same process as
the one mentioned above for the first examined earthquake, was applied for the mpSTF*¢. The
scaling factor correction was based on the average mean free path computed above in this study
for this region, [ =253 km (Figure 47¢, d), based on lower magnitude earthquakes. The computed
average +1 standard deviation range of the mean free path (I = 88 km — 727 km, Figure 47c¢, d)
was used to determine the standard deviation range of the mpSTF and the corresponding M,,. In
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Figure 62a all the determined mpSTF's (Appendix W) computed based on the SFC methodology
for the examined stations (Figure 10a) are presented in comparison with the average real STF
estimated by Sokos et al., (2015) (Figure 62a). As at the previous two cases for the M, ~ 4 and
M, ~ 5, the M, of this earthquake estimated from each coda wave record are in quite good
agreement to the M,,= 6.05 (£0.20) determined by Sokos et al., (2015) (Figure 62a,b), where their
average is M,,= 6.08+0.20. Moreover, the FAS[mpSTF] are in quite good agreement to the
corresponding FAS of the real STF up to ~0.2 Hz, which is its computational high frequency limit
(Sokos et al., 2015). Regarding the real moment rate function (STF), it is obvious that the minimum
phase scenario is not appropriate to approach the real STF shape. This is confirmed by the
disagreement of the total energy release in time, of each mpSTF (Figure 62¢), to the one computed
from the real STF determined by Sokos et al., (2015). However, what can be extracted from this
figure, is the source duration corresponding to the 95%, 97% and 99% of the total energy (Figure
62d). It seems that the duration of the real STF (Sokos et al., 2015) (T, ~ 12 s), can be estimated,
based on the ~95% of the total energy released by the mpSTF.

x10'7
| {\ | |—KAC1, 6.04£0.17 | | ;
I 1 ——MSL1, 5.87¢0.16 || N 8 . — | ||
, LT 10 ==
2 8 , [ ——PAT4,6.12:0.16 [|= —_— N
E | \ i | |—PRE2,6.12¢0.23 | E T ) . .
Z A ZAK2, 6172017 1= 4017 ! - O !
. I Q 171 11 1] | |==——Aver., 6.08£020 | T = S —
N —— OM.Av, 6.04+0.20/ | — T T Ny
$ 47 \A\ I I g 1078 -
a | = 1
[=] i ! ! o
£ 2 A v <° 10 1
] = [
hal
(a) 0 4 107" 10° 10
Frequency (Hz)
. .
| ! ! ! ® OM.01
I - 1 1 1 | |—99%
= [ | ! o ° ! 97%
= i i ol o o !le —095%
- T T2 i T T I I
2 S0 gz I ] oo o . ® I .
c | | ! 6 1 1 1 1
S / i - o , , ; !
‘_..3 4077 | | | [ | | | 59 1 1 | 1
o | | 1 : 1| 4 1 le I o |
— " | | | | | | | | | | | 1| . . . .
Il YA 1] I I | I 5.8 1 1 t 1
j/ i I I 1 1 1 1
o4 57 1 1 L 1
0 5 10 15 20 25 30 10 N 12 13 14 15 16 17 18 19 20
(C) Time (s) (d) Source Duration (s)

Figure 62. (a) The mpSTF of the 5 examined stations for the M,,,= 6.05 (earthquake id: 20140226 _135543)
based on the SFC method (multi color lines) and their average computed one (black line) vs the average
real STF (for the frequency range 0 - 0.2 Hz) based on Sokos et al., (2015) (based on Other Methodology,
red line). (b) The corresponding FAS of the STFs of Fig. a. (¢) The total energy release of each mpSTFs
of Fig. (a) and of the real STF (d) The durations of the mpSTF corresponding to the 95%, 97% and 99%
percent of their energy released in time depicted in Figure 62¢. The duration of the real STF is also depicted.
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It’s worth noting that in this case, for all the mpSTF, the low frequency plateau begins at
frequency very close to the lower reliable frequency limit (0.05 Hz) where the high pass filtering
is applied on the recordings. This means that the M,, estimated by the mpSTF could exhibit
slightly higher values, than those already determined.

Earthquake Id: 20201030 115125, M ,,=7.0

The last (fourth) examined earthquake for its mpSTFS¢, (mentioned at the 4™ group of data,
ch. 2.4), has occurred in the Northern coasts of Samos island, in eastern Greece (M,,= 7.0,
id: 20201030 _115125). Albeit the mean free path has not been specifically determined for this
region, it was conventionally considered, [ = 253 km, equal to the average one estimated for the
western Greece, taking into account the corresponding +1 standard deviation range (I = 88 km —
727 km). Moreover, the SAF(f) factor has not been removed from the computed FAS[mpSTF] at
the examined sites, since they have not been determined based on the SFC method by other, lower
magnitude earthquakes. However, because of the large magnitude of this earthquake, the lower
frequency plateau is expected to be presented at very low frequencies (f<0.1), for which site
effects are not expected. This means that the estimation of the moment magnitude based on the
FAS[mpSTF], will not be affected by any possible site effects in higher frequencies. The same is
expected for the apparent corner frequency, expecting that the total source duration computed
based on the mpSTF, will not be affected by site effects. Both M,, and source duration are
discussed below.

In Figure 63 all determined mpSTF's (Appendix Y) computed by the SFC method for the
examined stations (Figure 10b) are presented in comparison with the average STF estimated by
the United States Geological Survey (USGS, https://earthquake.usgs.gov/earthquakes), as well by
Lentas et al., (2021). As in the previous three cases for M,, ~4, M,, ~ 5 and M,, ~ 6, the M,, of
this earthquake estimated from their coda wave recordings, are in quite good agreement with the

M,=7.0 (£0.20) determined by the studies mentioned above, where their average is
M,,= 6.884+0.20. Moreover, the FAS[mpSTF] (Figure 63b, Appendix Z) are in quite good
agreement with the corresponding FAS of the real STF determined both by USGS and Lentas et
al., (2021) up to ~0.5 Hz, which is their computational high frequency limit. Similar to the
application for the Cephalonia earthquake (M,, ~6) examined in the previous subchapter the
provided by Other Methodology (OM) real moment rate functions (STF) are not expressed by a
minimum phase scenario. This is confirmed by the disagreement of the total energy release in time,
of each mpSTF (Figure 63c¢), to the ones computed from the two real STFs. What can be extracted
from this figure, is that the source duration estimated based on the ~98% of the energy release
(Figure 63c), for the half of the examined stations (MYT1, NAX1 and SMG1), is in agreement to
the one estimated by Lentas et al., (2021) (~15 s), while for the rest stations (APE, CHOS and
SGR1) the source duration estimated based on the ~95% of the energy release (Figure 63c),
approaches to the one estimated by the USGS (~23 s).

Similar to the Cephalonia earthquake (M,, ~ 6) examined at the previous sub-chapter, the
low frequency plateau begins at frequency very close to the lower reliable frequency limit (0.05 Hz
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for the accelerographs and 0.01 for the seismographs) at which the high pass filter is applied for
the accelerographs. This means that the M,, estimated by the mpSTF could have a bit higher
values, than the one already determined, but for sure no lower M,,, could be extracted.
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Figure 63. (a and b) the corresponding to Figure 60, for the M,,= 7.0 (earthquake id: 20201030 115125).
The presented real STFs (OM.01 and OM.02) and their FAS, as have been provided by USGS and by
Lentas et al., (2021), respectively based on other methodologies than the SFC one. (¢) The total energy
release of each mpSTF of Fig. (a) and of the two real STFs (d) The durations of the mpSTF corresponding
to the 95%, 97% and 99% percent of their energy released in time depicted in Fig. (¢). The durations of the
two real STFs are also depicted.
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S CONCLUSIONS AND DISCUSSION

The main objective of this thesis refers to the study of the factors controlling seismic motion
on surface geological formations, i.e. the seismic source, attenuation due to propagation path and
site effects. This study is implemented through two methodologies, that is, the Generalized
Inversion Technique (GIT), based on S-wave seismic motion and the Spectral Factorization of
Coda waves (SFC). Both methodologies aim at investigating in frequency domain, all three factors
that control seismic motion, while the latter can provide information about the Source Time
Function and Site Amplification Factor, in time domain as well. In the framework of this thesis,
two algorithms in MATLAB programming, have been developed and implemented, corresponding
to GIT and SFC methodologies and can be used as seismological tools for corresponding future
studies.

The first methodology analyzed in this study (the GIT, ch. 3), deals with the inversion of the
Fourier Amplitude Spectra of the S-wave seismic motion, of several earthquakes at several stations
and can lead to the determination (i) of the moment magnitude and the corner frequencies of the
earthquakes examined, (ii) of the average Site Amplification Factors of each site (station location),
as well as (ii1) of a regional dependent anelastic attenuation model and a distance dependent
geometrical spreading factor. The latter constitutes the main advantage of the new developed GIT
algorithm in this study.

Regarding the implementation and results of the new GIT algorithm, four groups of inversion
tests on synthetic data created in this study were implemented, confirming its effective
applicability and the following conclusions are drawn and highlighted for future use:

o Significant stability and accuracy are presented in seismic moment, M, computations,
independently of the a priori values in the initial parameters model and of the use or not of
reference site conditions.

o Similar stability has been observed in corner frequency, f, computations, that fall into the data
frequency range, while the inversion algorithm computing potential is weak in estimating f,
out of this frequency range. To face this issue, an a priori application of several inversions
with different initial f. values (e.g. corresponding to Ag = 10 and 400 bar) can be used for a
preliminary evaluation of the f. of the examined earthquakes, in order to investigate any
instability of their estimation and consequently to be removed from the dataset before a final
GIT implementation.

e A correlation between the average level of the geometrical spreading factor, gamma, y and the
average level of computed Site Amplification Factors, S;j(fy) exists and has been mainly
observed through the 2" inversion group of tests on synthetic data, when using different initial
values of site factors, S;(fi). The use of a reference site condition, or a geometrical spreading
reference value, can help to better approach the investigated parameters, converging at a unique
solution of the model parameters.
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The relative amplifications between the S;(f) remain similar in all tests, which is encouraging
for the computation reliability of the algorithm. In other words, this means that the shape of
the computed S;(fi) is stable and independent of any correlation with the geometrical
spreading factor as has been mentioned above.

Regarding the computational capability of the proposed GIT algorithm to estimate the regional
dependent anelastic attenuation factor, Qs(fy), it seems that it constitutes a new satisfactory
approach. The Q¢(fi) of several examined sub-areas can be successfully approximated for
most of them while less successfully for a few cases, which mainly lie either at the edge of the
examined area, or/and they do not include a satisfactory number of ray paths crossing them.
This result is expressed by the relevantly high values of the corresponding standard deviations
computed by GIT.

The efficient computing power of the new GIT algorithm and the achievement of its goal to
improve the already developed one by Drouet et al., (2008a), were satisfying by the
comparison of the results retrieved from the application of both algorithms on the same dataset,
for the following reasons:

(1) The dataset processed and investigated by Grendas et al., (2018) using the previously
developed GIT algorithm for a uniform attenuation model in the broader Aegean area,
was inverted here as well. A relevantly low (~9%) but non-negligible reduction of the
total misfit between the real and inverted data was observed, indicating the
improvement of the algorithm by providing a misfit even closer to zero.

(i)  Regarding the inversion of the real dataset, mentioned in bullet (i), except for the
desired misfit reduction, the computed factors of source, path and site effects, indicate
also improvement of the new GIT algorithm implementation. The estimated moment
magnitudes, M,,, for some earthquakes are in a better agreement with the
corresponding ones of the catalogue while the rest remain stable in general (Figure
14a). Stability in shape is observed for the determined site factors S;(f;) and most of
them show amplification equal or higher than those corresponding to the HVSR
method using the same data set, as it would be expected (Haghshenas et al., 2008).
This is significantly supported by the fact that the S;(f;) computed for stations located
in Thessaloniki city, are now identical to those computed by the SSR technique using
station ‘SEIS’ as a reference site. In addition, the geometrical spreading and the quality
factor, seem to diverge from stable and homogeneous values for the entire examined
area, as have been derived by the previous GIT algorithm. Finally, the inverted stress
drop parameter, Ag, the average of which is equal to ~29 bar (Figure 14b), are slightly
lower than the corresponding previous study (~56 bar), while extreme and irrational
Ao values (e.g. > 800 bar) are not observed after implementation of the new GIT
algorithm.

Finally, during the GIT analysis presented in ch. 3, a quite analytical inversion study in terms

of attenuation, was implemented to a dataset of S-wave records acquired within the high seismicity
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area of western Greece, including the Ionian islands of Cephalonia, Lefkas, Zakynthos and Ithaca.
More than five thousand S-wave FAS (both vertical and horizontal components), obtained from
180 earthquakes occurred in this area, with M,, range from 2.4 to 5.2 (M, 3.0-5.4), were inverted
based on the new GIT algorithm and the following conclusion for this application, are extracted:

Regarding the attenuation factor dominating in western Greece and Ionian Sea, a close to
spherical geometrical spreading, 7; j‘0'98 , (Eq. [7]) of S-waves was computed for distances up

to ~ 40 km (Table 4, Figure 25), while a smooth reduction up to r;;7°77

, prevails for longer
distances (up to ~ 200 km).

Moderate to high anelastic attenuation (attenuation due to scattering is included) characterizes
the examined area, where the quality factor, Q¢ (Eq. [7]) varies between 22.5 and 90.5 with
geometric mean of Qg =45 (Figure 27, Appendix K), considering an average crustal shear
wave velocity, vg = 3500 m/s. The alpha, a, parameter (Eq. [7]) ranges between 0.56 and 1.09,
including the 86% of the data with CV < 15%, with an average value 0.86 + 0.23.

The site factors, S;(f) (Eq. [7]) of the horizontal and vertical components were computed for
the 24 stations (Appendix C), of the study area. These factors include the real generic
amplification with respect to the crustal-bedrock conditions (Vs~3.5 km/sec) and the expected
high frequency attenuation due to surface bedrock weathered layers. Both generic
amplification and high frequency attenuation factors included in S;(f;), remain unknown,
since they interact with each other resulting to the final S;(f) values. Regarding the considered
as “reference” stations VSK1 and CKWP for which a generic amplification (Table 5) of rock
site of class “B” was considered, it seems that this amplification satisfactorily contributes to
the actual site factor S;(fy) estimation at least up to ~8 Hz, assuming that no significant high
frequency attenuation affects these sites. Moreover, the agreement between the fundamental
frequencies revealed by the S;(f}) with those of the HVSRs curves, indicates a satisfactory
performance of the new GIT algorithm.

Seismic source spectra seem to satisfy the Brune’s source model (Brune, 1970) (Eq. [7]), for
the examined earthquake for M,, < 5.2, with an average RMS = 0.158 (Figure 32, Appendix
B). In addition, the non-parametric approach of earthquake source spectra were a posteriori
determined as presented in Appendix M, based on site and attenuation factors, computed by
the GIT algorithm, providing more details of the source spectra. The aforementioned
conclusions encourage the reliable computation of moment magnitude even for low moment
magnitude earthquakes (M,, <4), which is not easy to be implemented by other routine
methods.

Regarding the estimated stress drop, 4a, of the examined earthquakes in western Greece, a low
trend of Ao increase, is estimated from 5.8 bar to 54.5 bar for M,, range from 2.5 to 5.2,
respectively. Moreover, the 85% of these Ao have values range between 5.8 to 40 bar, with a
geometric mean of 15 bar, indicating thus a low to moderate stress drop seismotectonic regime,
dominating the study area at least for low to moderate magnitude earthquakes.
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The aforementioned results and especially those related to the attenuation and site factors,
can be easily used to directly determine the source spectra of future earthquake in this area, for the
frequency range examined in this study (0.3-15.1 Hz), for the 24 specific sites (Appendix C). In
turn, these source spectra could lead to the estimation of the moment magnitude, M,,, of this
earthquake, in near-real time, at least for moment magnitudes, M,, <5.2. Moreover, these
parameters can be used to even more reliable seismic hazard assessment in the examined region,
by improving the performance of stochastic S-wave simulations when using the point source
stochastic method of Boore (1983;2003), as well as the rational application of EXSIM code,
(Assatourians and Atkinson, 2012), making direct use of the regional attenuation coefficients,
gamma, y and Qs(f) (Eq. [7]).

Regarding the GIT algorithm some future steps may be suggested to further improve the
investigated model parameters. For seismic sources, it seems reasonable to assume that higher
magnitude events, do not follow exactly the Brune’s source model, especially for the higher
frequency part of their Fourier spectra. For this reason, the investigation of non-parametric seismic
source spectrum, as is studied by the non-parametric GIT algorithms (e.g. Oth et al., (2009a)), is
suggested. Moreover, the study of anelastic attenuation parameters varying with depth constitutes
an important step towards an improvement of the model parameters and inversion misfit reduction.

The second methodology examined in this study (ch. 4) is the SFC, introduced by
Sébe et al., (2018) and is used here aiming mainly at the estimation of the Site Amplification
Factor, SAF(f) in a target site with respect to a distant reference site. The rational of this SAF(f)
estimation method proposed here, is similar to the Standard Spectral Ratio technique (Borcherdt,
1970), with relaxation of the reference station requirement close enough to the target one, since
the minimum phase scaled Source Time Function (mpSTF*¢) retrieved by SFC methodology, can
be considered as free of path effects. The SFC method is modified here to include the 9 steps STF
algorithm, as shown in the flowchart of Table 6, by applying several alternative computational
approaches.

Regarding the SFC algorithm application for SAF(f) estimation of the 24 sites in western
Greece and for the 18 sites in southern France, with respect to four (CKWP, ITCI, VSK1 and
AST1) and three (BSTF_00 HH, CA01 21 and OGCA_00 HN) reference stations, respectively,
the following conclusions can be extracted:

o Atthe 8" step of the algorithm flowchart (Table 6) the low frequency FAS[mpSTF*¢] plateau
observed at target sites, could be misleading. That is, the correct computation of the scaled by
the mean free path moment magnitude is not always feasible to be achieved. For instance, such
a misleading fact is confirmed by the estimated SAF(f) at the CK0O and AGR3, target sites (e.g.
Figure 43 and Figure 45), where for the first station, no amplification in low frequencies is
observed, while for the second one stable amplification up to 4, contaminates the low
frequency FAS[mpSTF*¢] plateau. This contamination is not easy to be detected and removed
during the low frequency correction since only a flat amplification is apparent. This
contamination can lead to an overestimation bias of the apparent mean free path, [, values by
including site amplification in lower frequencies, as those shown in Figure 41, presenting thus
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an apparent high dispersion and lower mean free path, [, for the area of western Greece,
compared to the corrected for the “average” SAF(f), [ values, presented in Figure 46
(Appendix C), leading to lower scattering of [.

The average mean free path, [ values estimated for the western Greece area after the correction
for the “average” SAF(f), is ~283 km (Figure 46¢,d) ranging mainly from ~88 km to ~727 km
(the one standard deviation range) and ~835 km (Figure 56), ranging mainly between 186 km
and 3750 km (the one standard deviation range), for the southeastern France.

The SAF(f) estimation technique presented in this study, is based on the “apparent” minimum
phase STF computation (in displacement, step 9, flowchart-Table 6), for a pair of sites; the
reference and the target one. However, the implementation of the STF scaling correction is not
always feasible because of the large impact of poorly known parameters, mainly the mean free
path [ and to a lesser degree the average shear wave velocity, v along the propagation path,
used for the estimation (Eq. [28]) of the scaling factor, F (step 9, flowchart-Table 6, Eq. [37]).
This effect can potentially lead to moment magnitude variability gy, ~0.333 and ~0.045, for
the corresponding [ and vgvariability, which can progressively provide amplitude differences
in the finally computed SAF(f) up to ~7 times. However, the results of this study regarding
the SFC application, show quite lower discrepancy than this theoretical estimation, related to
the next conclusions.

The SAF(f) estimation can be directly achieved, based on the scaled FAS[mpSTF*¢] in
velocity (step 6, flowchart-Table 6), in both examined sites (reference and target), avoiding
the scaling of the mpSTF*¢ (step 9, flowchart-Table 6). The valid and correct SAF(f)
estimation based on this step, depend on the precondition of the same scaling factor for the two
computed FAS[mpSTF5¢], with the SAF(f) being included, which is the first assumption
extracted in the Site Amplification Factor estimation section (step 10, flowchart-Table 6). To
estimate SAF(f)s in this study, the above precondition of the scaling factor similarity can be
safely considered for reference-to-target site distances up to ~50-60 km, while it can be
considered relatively satisfactory for longer distances, based on an adequate number of
SAF(f)s. The SAF(f) results of this study, for 24 sites in western Greece and 16 sites in
southern France, were computed with respect to four (CKWP, ITC1, VSK1, AST1) and three
(BSTF_00 HH, CAO1 21 and OGCA 00 HN), reference stations, respectively. These
reference stations are abstaining from each other between 8 and 65 km.

The computed SAF(f)s of the examined sites in western Greece and southeastern France, with
respect to different and distant between each other reference stations, present an increase of
their scattering, ranging from 0.12 at short distances up to 0.2 (rms in logarithmic values) for
the distant ones, as it is shown in Figure 44 and Figure 52 (scattering range around 0.15 for
target-reference distance ~55 km).

The computed SAF(f)s of the examined sites, confirm the third conclusion derived in SAF(f)
estimation section, pinpointing that the SAF(f) “shape” is almost stable and independent of
the constant scaling factors (mean free path, shear wave velocity) and of the reference-to-target
site distance.
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e It is worth noting that the estimated average SAF(f) in the frequency range where the
amplification is intense, seems to lie close to +1 standard deviation limits of the corresponding
SSRs (e.g. CKO in Figure 43, Figure 45, Appendix P and Appendix Q). This observation is
in good agreement with those of Ito et al, (2020); Margheriti et al., (1994) and
Seekins et al., (1996), when comparing SSR—SAF(f) based on direct S-, on coda and on entire
duration of records. However, for sites of low amplifications, the computed SAFs seem to be
identical to the corresponding SSRs (e.g. CK83 in Figure 43, Figure 45, Appendix P and
Appendix Q). The latter confirms that the mpSTF*¢ computed according to the methodology
of Sébe et al., (2018), based on coda waves, undoubtedly includes site effects. The SAF(f)
characterizing the site effects, seems to affect seismic motion through a resonant-type
amplification, potentially leading to more cycles and larger amplitudes in time domain (e.g.
Figure 49), with respect to the level of SAF(f) amplitudes.

Regarding the application potential of the proposed study for estimation of SAF(f), it can
be reasonably considered that an average SAF(f) of a site could be used as a “pseudo-reference”
site (of known amplification) for another distant site, for which the comparison with a real
reference site with no amplification, is not feasible. In such a case the computed “pseudo-
reference” standard deviation must be propagated to the SAF(f) of the target site.

Furthermore, it is important to mention that the applicability of the proposed SAF(f)
estimation technique is based on the hypothesis of an isotropic source energy radiation pattern.
This seems to be true for the earthquakes examined in this study (M, =3.2-5.4) and it is
confirmed by the similar “shape” between the computed SAF(f)s. Probably the seismic sources
of these low to moderate magnitude earthquakes, are reasonably represented by a simple pulse
wavelet considered by Sébe et al., (2018) and the energy radiation can be considered independent
of the azimuth. Further research regarding the FAS[mpSTF] computed by the SFC algorithm,
based on four moderate-to-large magnitude earthquakes (M,,~ 4,5, 6,7) for which STFs were
computed by independent methodologies, was carried out. The results of the FAS[mpSTF] of
these earthquakes computed for several stations, led to the following conclusions:

e The SFC method can provide encouraging results for the magnitude and the average STF
duration of the examined earthquake.

e Moreover, it seems that the minimum phase scenario is an appropriate hypothesis for
earthquakes with M,,~4 and ~5, while it cannot satisfy the real phases (energy release rate)
for earthquakes of greater magnitudes, say M,, > 6.

o Finally, regarding the source directivity effects, it seems that not clear indication of their
existence is observed in the computed FAS[mpSTF], providing rather an average
FAS[mpSTF], or the corresponding one close to the minimum STF duration approach. The
latter probably represents the convolution of several randomly reflected apparent STFs in the
entire region from several azimuths with respect to the source, smoothing thus the azimuthal
dependence due to radiation pattern and focal mechanism, according to the generation concept
of coda waves. Regarding source directivity effects and azimuthal dependence of the
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FAS[mpSTF], certainly further research is needed to clarify their relation, by using an
adequate number of records, covering a wide azimuthal source-to-station range and examining
a satisfactory number of high magnitude earthquakes.
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APPENDICES

Appendix A. The pre-inversion process, corresponding to the new developed in this study (cA. 3) GIT
algorithm and constitutes a necessary a priori application for the implementation of the algorithm.

The main concept of this pre-inversion process is to geometrically separate a seismic wave
ray path, at a uniform attenuation area model (one anelastic attenuation factor) (Figure 11a), into
n parts passing through » individual areas (cells) (n anelastic attenuation factors). The n cells are
shaped by the specific Meridians and Parallels (e.g. Figure 11b). This process uses the ray path
based on its surface projection corresponding to the epicentral distance and is analyzed below at
Step 1. At Step 2, the a posteriori connection of the epicentral distance to the hypocentral distance
and the ray path is also analyzed in details.

Step 1
The detection of the partial ray paths that compose a ray path crossing each cell (e.g. Figure

11b) is simply based on the detection of the intersection points of the given surface ray path with
the specific Parallels and Meridians (e.g. in Figure 11b four Meridians at: 20.35°E 20.46°E,
20.6°E, 20.75° E longitudes and four Parallels at: 38.07°N, 38.15°N, 38.2°N, 38.33° N are
depicted). After the detection of these points, it is feasible to calculate the partial epicentral
distances using open access formulas. In order to find these intersection points, the cross section
between the Reference Ellipsoid Surface (the closest functional approach to the Earth’s ellipsoid
surface) and the plane defined by the earthquake source point, the station point and the central
point of the reference Ellipsoid, has to be firstly defined. This cross section corresponds to a “great”
cycle upon a sphere and the distance between the earthquake epicenter and the station location, on
the Reference Ellipsoid surface actually consists the shortest distance between them.
The ellipsoid equation at a Cartesian coordinate system is defined by the equation:

xZ yZ ZZ
<&—2> + (Ty_2> + (TZ_2> = 1, Eq. [Al]

where for the Reference Ellipsoid: 1, = 1, = 6378.1370 km, 1, = 6356.7523 km (WGS84). The

parametric form of a biaxial ellipsoid, in terms of geographical coordinates, is given by:

x =V - cos(¢) - cos(r), Eq. [A2]
y =V - cos(o) - sin(A), Eq. [A3]
z=V - (1-e2) - sin(9), Eq. [A4]

where ¢ is the geographic latitude (—n/2 < ¢ <1/2), 4 is the geographic longitude, (-t <A <), and
V is given by the following equation:

V= rx/\/l —e2-sin?(¢) Eq. [A3]
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where:

e = (¥ — 1) /1 Eq. [A6]

The plane formed by the earthquake epicenter point A(Xyaza), Station (surface) point
B(xs,y.25) and the central point of the reference ellipsoid, the zero point O(6,0,0), is by definition
perpendicular to the vector defined by the cross product:

— == - - Eq. [A7

OA X OB =1 (Ya'Zvb- Za’yb) - ] "(Xa'Zb- Za'Xp) - K *(Ya'Xb- Xa'yb) q- [A7]
where: 1, J, K are the unit vectors parallel to the x, y, z Cartesian coordinate system axes. The
equation of this plane is given by equation:

01Xx—02ytwyz=0 Eq. [A8]
where w; = Ya'Zb- Za'Yb, W2 = Xa'Zb- Za'Xb, W3 = Xa'Yb - Ya'Xb

Based on Eq. [A1] and [A8] the cross section between the Reference Ellipsoid surface and
the plane formed by A, B and O points is mathematically represented by the geometric trace
defined by the two following equations:

1+ w2 5 (Zwla)z) N 1+ w52 _

2 1,2+ w32 x 1,2 w32 Xy 2 1,2 w52 yo=45 Eq. [A9]
w3z 0

z= (Yu,) 'y — 01%), w30 Eq. [A10]

The intersection points that are needed for the partial epicentral distances computations, lie
on this geometric trace. In the specific case where w3 = 0 the vertical component, z of the cross

product 04 x OB is zero. Consequently, the plane formed by the A, B and O points is a plane
vertical to the Parallels or in other words is a plane that certainly passes through a Meridian (and
its antipode). Therefore, the intersection points of the above geometrical trace (where the ray path
lies) with a specific Meridian are either infinite (in case where is collinear to the specific Meridian),
or there are only two intersection points, the two Earth’s poles. In this case where A and B points,
(Earthquake and Station, respectively) are the Reference Ellipsoid poles with z, # zp, and xa = Xp =
ya =yb = 0 (w3 = 0), there are no intersection points with any Meridian between earthquake and
station points. In this case (w3 = 0) the ray path can intersect only the examined Parallels, if these
are between the Earthquake and Station.

Based on Eq. [A2], [A3], [A4], [AS5], [A9] and [A10] for the given Meridians and Parallels
(specific longitudes and latitudes, respectively), the intersection points of the ray paths with the
Meridians and Parallels can easily be found as it is detailed analyzed below:

Case 1: Obtaining the intersection point of a ray path with a specific Parallel.
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A specific Parallel is characterized by one specific Latitude value, @pgr. The intersection
point that we are looking for, has the latitude of the specific Parallel crossed by the ray path and
longitude calculated as explained below, based on Eq. [A9] and [A10]. Using the specific Latitude
of the specific Parallel (here @pgy) at Eq. [A10] and based on Eq. [A2], [A3] and [A4], it is
obtained:

[w, - cos(@prr) - sin(V)] — [ws * sin(@pgy) * (1 — €5)]
cos(@prr) '

(@pre # £ 1/2)

w; *cos(A) = Eq.[A11]

It is obvious that the value of ¢ ==+ /2 cannot be used in order to separate the attenuation area.
From Eq. [A9] and using Eq. [A2], [A3] and [A6] the following equation is obtained:

[cos?(A) - E + sin?(1) - F — cos(A) - sin(1) - G] —1=0 Eq. [A12]

where:
2

2
E = H? " cos®(ppry) - <1 + wx2>

2...2
Wy Ty

F=H?- 2 1+ —
cos“(@prL) ( +r22-w32>

2. cos?(ppre) " 2* W1 " Wy " Ty

G=H
1,2+ w42

and: H? = [1 — e - sin*(@pru)] !

Based on the trigonometric identity: cos?A = 1 - sin*A, and on Eq. [A11], Eq. [A12] can be written
as:

G.
Sinz(l)-[F—E— w2]+
w1

+ sin(d) lG w3 * sin(@prr) * (1_ex)l Eq. [A13]

w; * coS(@pRrL)
+(E-1)=0, (@ppL* £1/2)

which is a simple second-degree polynomial equation, where sin(4) is the unknown since the other
factors are known.

In case where the geometric trace defined by Eq. [A9] and [A10] is not collinear or parallel
with the specific examined parallel, the intersection points according to Eq. [A13] are two points
as it i1s normally expected. However, the ray path which lies on the “ring” formed by Eq. [A9] and
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[A10] and is considered as the shortest distance between Earthquake and Station points and can
intersect only once the parallel, if only the latitude of the parallel is between the Earthquake and
Station latitudes. The process of finally recognizing the required 4 of intersection point (in case
that the studied parallel is between Earthquake and Station points) is affected by the “human”
convention of the Earth Meridians relative to Greenwich Meridian that take values between -180°
and 180°. Thus, an extra a posteriori process for estimating the required 4 is presented directly
below.

The longitude of the unique intersection point (if there is one) among the ray path and the
specific parallel can be obtained, as it has already analyzed above, by the solution of Eq. [A13].
Because of the particular condition of the range in degrees of the Earth Meridians (-180° to 180°),
in combination with the basic properties of the sine: -1 <sin(A) <1 < -90°< A < 90°, the other
cases have to be examined, i.e. -180° < A < -90° and 90° < A < 180°. More specific, after the two
solutions: Aj2 = arcsin(sin(A)12) of the two sin(A)1,2 unknowns from Eq. [A13], we have to consider
the antipodal longitudes of these two Ai2 on the Earth’s coordinate system (e.g. if A = 20° the
antipodal longitude is A =20° - 180° = -160° and if A = -20° the antipodal longitude is A = 180° -
20° = 160°). Thus, instead of two A, four A values must finally be examined that cover all the
possible cases for the intersection points. The point which is the unique intersection point of the
ray path with the specific parallel (which exists only in case where the studied parallel is between
Earthquake and Station points) is the one where the sum of the epicentral distances between
Earthquake — intersection point and intersection point-Station, is the shortest.

Case 2: Obtaining the intersection point of a ray path with a specific meridian.

A specific meridian in the area under study is characterized by a specific longitude value,
Apri. The intersection point, that we are looking for, has the longitude of this specific meridian
and latitude calculated as is explained below based on Eq. [A9 and A10]. Using this given specific
longitude (Apg; in Eq. [A10] and based on Eq. [A2], [A3], [A4], as well as taking into account
that rx = ry (Reference Ellipsoid, WGS84), the following equation is obtained:

2() - H? - cos?(Appy) T A
CcoS (p coS PRL ’ 2. w32

z

w22
+ cos?(p) - H? - sin?(Apgy) <1 + %) - Eq. [A14]
T‘Z '(1)3
sin(A -cos(A c2 W Wy TP
_ COSZ((p) . H2 . ( PRL) ( PRL) 1 2 X _ 1 — 0

rZZ . (1)32

After computations and taking into account the trigonometric identity cos’A = 1 - sin’,
Eq. [A14] can be written as:

132 [wy - cos(Appp) — w, - sin(Apgy)]? B
7.2 052

cos?(¢) - e,%l +e2—-1=0 Eq. [A15]
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which is also a simple second-degree polynomial equation, where cos(g) is the unknown.

There are two intersection points of the geometric trace given by Eq. [A9], [A10] with the
meridian and they can be found by Eq. [A15] for the known earthquake and station points (Eq. [6]),
as well as for the known longitude value of the specific meridian, Apg;. However, the ray path
which is the shortest distance between the earthquake and station along the line expressed by
Eq. [A9] and [A10], can intersect only once the meridian, if only the longitude of the meridian lies
between the earthquake and station longitudes. Eq. [A15] has a simple second-degree polynomial
form and the two solutions are a double root solution of ¢: ¢1 = arc(+cos(p)) and @2 = arc(-cos(®)).
Taking into account that the calculated, ¢ = arc(cos®), is positive (-1 <cos(@) <1 & 0°<p < 180°)
and the cosine property cos(p) = cos(-¢), we must consider, and we have to examine four solution
(¢ and +¢>). instead of two (¢; and ¢>), However, because the Earth’s parallel range in degrees
is between -90° and 90° we have to reduce the values that are out (¢ <-90° and ¢ > 90°) of the
range of the Earth’s parallels to the corresponding values in the range -90° and 90°. Thus, for
example: if @1 = 80° and @2 = 100°, we will also examine the values -80°, -100° and in the Earth’s
parallels coordinate system, which is a closed cycle, the value of 100° parallel can be considered
as the continuation after the maximum value of +90° and corresponds again to the same parallel
of +80°. The same can be considered for -100°. Thus, from the four solutions we conclude at two
that are in the parallel range (>-90° and <90°). Finally, among these two ¢ values the one of the
intersection points (if there is) is the value that lies between the earthquake and station latitude.

Step 2
The intersection points calculated in Step 1, according to Eq. [A13 and Al15] and the

procedures mentioned above, are useful for the estimation of the epicentral distances but not for
the hypocentral distances. It’s worth to note that for far-filed crustal earthquakes epicentral
distances are usually used and a common accepted way of hypocentral distance computation is
based on the following simple formula:

Rnyp = \/Repicz + depth? Eq. [A16]

using the earthquake depth and considering also that epicentral distance is a straight line (Figure
Al).

Following these conditions, it is feasible to calculate the part of the hypocentral distances
(Figure A 1b) that correspond to the same part of the epicentral distance (e.g. Figure 11b), which
are indirectly computed through the intersection point detection (Appendix A, Step 1), crossing
the initial given attenuation model space. Thus, for the straight lines BC and AC and taking into
account that AB, DE, FG are parallel to each other it is concluded (similar triangles) that the ratios
of the various lines segments BD, DF FC, BF, DC over along BC are proportional to the ratios of
the various lines segments AE, EG, GC, AG, EC along AC. DE is parallel to FG in the case that
parallels are examined, while in case where meridians are examined we can accept that DE is
parallel to FG for shallow earthquake depths which in any case are much smaller than the Earth’s
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radius. Hypocentral distance between earthquake and station (e.g. AC at Figure A 1b) is
conventionally calculated by Eq. [A16) as it is mentioned above, for the known epicentral distance
BC and depth AB. Following the procedure just mentioned, it is easy to calculate any possible part
of the hypocentral distance crossing a specific attenuation area for a 2-D attenuation model non-
varied with depth.

Real Epicentral Distance

—_— —
— —_—

Reference Ellipsoid station Intersection point Intersection point  Station
Surface ] Epicenter ; .

1 T =+
| studied Epicentral Distance
1 (convetnion) <
| =~ depth .
1 real ray path
fault ! ! Earthduake
studied ray path A "
(a) earthquake (convention) (b) Atten. . Atten. I Atten.
model-area[T] : model-area | mnde]-area

Figure A 1. (a) A sketch of Earth’s cross section with depth that depicts, in a simple way, the earthquake
point (red asterisk), the station (red triangle), a part of the Reference Ellipsoid surface and the real
epicentral-hypocentral distances, as well as the commonly used epicentral-hypocentral distance after the
convention of equality between the real and the studied (examined) ones.(b) The same sketch as in (a),
where there are depicted 3 randomly chosen attenuation model-areas, separated by the blue vertical lines.
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Appendix B. Information on the source parameters of the earthquakes used in this study, occurred in
western Greece, given in the catalogues of the Seismologic Station of Aristotle University of Thessaloniki
(AUTh) (http://geophysics.geo.auth.gr/ss/) (1% column: “C” refers to the events that were examined both
by GIT (ch. 2.1) and SFC (ch. 2.2) methods, blank cells refer to earthquakes whose data were used only
for the GIT. 2" column: Date Time, 3™ and 4™ columns: Longitude and Latitude of the epicenters, 5
column: Focal Depth, 6" column: local magnitude, 7" column: moment magnitude, when available).
Moreover, the information computed from the GIT in this study are also given (8" column: moment
magnitude, 9" column: std of M,,,, 10" column: corner frequency, 11" column: the corresponding standard
deviation (in log scale) (logl0(f;) +/- 1ogl0 (07,) & f. */+ a5, 12™: the Root Mean Square errors compute

by the logarithmic values of the non-parametric source spectra in Appendix M).

Earthquake_ID Long. Lat. M, | D. | M, | M, |om, | f gr. | RMS
(YYYYMMDD, hhmmss) (0) (0) (cat.) (km (cat) | (inv.) (inv.) (inv) (inv) (10g10)
20150813 221356 | 20.4362 | 38.1588 |33 [ 145 - |3.17]10.02 | 4.10 | 1.06 | 0.21
20150820 025647 | 20.4197 | 38.1505 |34 |176 ] - |3.53]10.02| 3.85 |1.06| 0.24
20150820 060359 | 20.4017 | 38.3283 | 3.1 | 12 - |3.1710.02 ] 547 | 1.07] 0.18
20150820 061503 | 20.4182 | 38.315 | 3.6 [119] - [3.55]|0.02| 260 [1.05] 0.14
20150919 035628 | 20.552 | 38.1268 | 3.5 | 188 | - |3.06]0.02 | 494 | 1.06 | 0.20
20150928 155339 | 20.7337 | 38.1887 |32 143 | - 13.39]10.02| 327 |1.05| 0.19

C | 20151023 171318 | 20.193 37.99 391168 | - [4.09|0.04| 1.20 | 1.08| 0.18
20151117 072942 | 20.5862 | 38.6547 | 3.7 | 14 - 1353]10.02] 336 |1.06]| 0.17

C | 20151117 083340 | 20.557 | 38.6515 | 5.1 | 8.7 5 14.7310.02 ] 1.07 |1.05] 0.19
20151117 090215 | 20.5535 | 38.5447 |39 106 | - |3.82]0.02 | 2.44 | 1.05| 0.16
20151117 104137 | 20.5142 | 38.4782 | 3.6 | 103 | - ]3.65]0.02| 2.06 |1.05| 0.17

C | 20151117 114945 | 20.4857 | 38.4862 | 4.1 | 7.5 4 14.07]002| 1.30 | 1.05] 0.19
C | 20151117 115725 | 20.6145 | 38.7025 | 4.4 | 99 | 45 [445]10.02 | 092 | 1.05| 0.16
C | 20151117 123756 | 20.6538 | 38.7022 | 4.5 | 4.8 | 47 | 4571 0.02 | 091 | 1.05| 0.16
20151117 164001 | 20.5547 | 38.5303 |34 [ 13.1 | - 34 10.02] 3.66 | 1.05]| 0.14
20151117 192316 | 20.5678 | 38.521 | 3.6 | 12 - [353]0.02] 228 |1.05] 0.16

C | 20151117 193934 | 20.6017 | 38.704 |45 | 85 | 42 [ 4.11]0.02| 1.85 |1.04| 0.17
20151117 211136 | 20.5425 | 38.527 | 3.7 (134 | - |3.68|0.02 | 251 |1.05] 0.17

C | 20151118 051813 | 20.5177 | 38.4967 | 4.5 | 13.6 | 44 | 429 0.02 | 1.26 | 1.04| 0.16
20151118 052317 | 20.5267 | 38.4992 | 33 | 11 - 35 10.02] 2.14 | 1.06 | 0.16
20151118 085836 | 20.5692 | 38.6043 | 3.4 | 11.6 | - |3.45|0.02 ] 265 | 1.05]| 0.18

C | 20151118 121538 | 20.5915 | 38.8443 (4.9 | 172 | 5 (4731003 | 1.16 | 1.06 | 0.17
C | 20151118 130314 | 20.6288 | 38.7197 | 4.6 | 83 | 47 [4.65]0.02 | 0.88 | 1.05| 0.16
C | 20151118 183007 | 20.628 | 38.7238 | 4.1 | 6.3 | 42 [434|0.02 | 082 | 1.05| 0.16
20151119 061007 | 20.5417 | 38.5372 |33 128 | - ]13.13]10.03| 4.15 |1.09| 0.09

C | 20151119 174555 | 20.4952 | 38.4623 | 4 |125| - [3.7610.02 | 238 | 1.04| 0.16
20151120 030528 | 20.5145 | 38.5025 | 3.8 | 10.8 | - 3.8 10.02 | 1.82 | 1.05| 0.15
20151120 042757 | 20.5152 | 38.4957 |33 |11.6 | - |3.37]0.03 | 347 | 1.08 | 0.11

C 120151120 051224 | 20.4875 | 38.4703 | 4.8 | 124 | 48 [4.59/0.02 | 141 | 1.04]| 0.17
C 120151120 093314 | 20.583 | 38.6347 | 4.6 | 10.7| 45 | 4.5710.03 | 0.68 | 1.06 | 0.18

20151120 103714 | 20.4753 | 38455 | 3.6 | 146 | - [3.52]0.02 | 2.53 |1.05| 0.20
20151120 144232 | 20.4675 | 383673 |33 | 11.5] - 3361002 ] 291 |1.05| 0.15
20151120 180737 | 20.478 | 38.4588 |33 |141| - |326]0.03 | 345 |1.09] 0.11
20151120 214111 | 20.41 383715 | 3 | 158 - |3.18]0.02 | 347 |1.06| 0.16
C | 20151120 233704 | 20.6172 | 38.7105 {44 | 9 - 14781003 049 |1.07| 0.15

C | 20151121 004156 | 20.617 | 38.7148 |46 | 93 | 45 (4741003 | 0.58 |1.06]| 0.14
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C 120151121 015825 | 20.5915 | 38.602 | 4.2 144 | 4.1 [4.02|0.02 | 1.68 | 1.04| 0.17
20151121 035025 | 20.5013 | 38.5037 | 3.1 | 12.8| - |335]0.02 ] 2.08 [1.05| 0.16
20151122 002452 | 20.4523 | 38.4647 | 3.5 | 13 - |1375]002] 1.29 [1.06 | 0.16
20151122 023945 | 20.4675 | 38457 | 3.7 122 | - |3.74]10.04 ] 1.58 [ 1.09| 0.10

C 120151123 093002 | 20.5818 | 38.5178 |39 |11.6| - [3.980.02] 240 |1.04| 0.17
20151123 152332 | 20.5608 | 38.5252 |34 |11.2| - |347]003] 3.73 [1.08| 0.10
20151124 003518 | 20.5757 | 38.5242 |32 | 11.8| - |3.38]0.02| 2.60 |1.05] 0.17
20151124 115621 | 20.4657 | 38.3663 | 3.7 | 124 | - |3.77]10.02 | 2.06 |1.05] 0.15
20151124 122932 | 20.4617 | 38.4622 | 33 | 144 | - 34 10.02] 280 | 1.06 | 0.18

C 20151125 031447 | 20.545 | 38.5265 |42 | 143 | 4.1 [4.04|0.02 | 222 | 1.04| 0.15
20151125 073629 | 20.5703 | 38.5192 | 3.1 | 13.1 | - 32 10.03] 423 | 1.09] 0.11
20151125 152139 | 20.5595 | 38.5197 | 3.2 | 145 | - 32 10.03] 3.13 | 1.09] 0.10
20151128 044306 | 20.6237 | 38.6385 | 3.5 109 | - |348]0.02] 292 |1.06 | 0.14

C 120151129 083609 | 20.6137 | 38.7228 | 4.1 | 7.5 - 14181003 ] 1.09 |1.08| 0.11
20151201 055733 | 20.4825 | 38.4297 | 3.1 | 106| - [3.28]0.03 | 242 |1.08] 0.12
20151203 150021 | 20.5963 | 38.5282 | 3.2 | 12 - 13561003 ] 383 [1.08| 0.10
20151205 104645 | 20.4717 | 38.3953 |32 | 13.8| - |3.24]0.03] 334 [1.09| 0.10
20151207 215206 | 20.5577 | 38.5317 | 3.2 | 142 | - 31 10.03] 412 | 1.09] 0.11
20151209 130629 | 20.4623 | 38392 |33 |142| - |347]003] 298 [1.08| 0.10

C 20151212 083445 | 21.1588 | 37.8318 | 4.6 {289 | 45 [4.28|0.02 | 2.13 | 1.05] 0.21

C 120160104 072145 | 20.4012 | 38.3155 | 4 15 - |1385]0.02] 257 |1.05]| 0.22

C 120160104 180055 | 20.5917 | 38.6037 |43 [ 14.1 | 42 | 4.11|0.02 ] 1.56 | 1.05] 0.18
20160115 042151 | 20.5567 | 38.61 3 [139| - [3.28]0.03] 363 | 1.09] 0.09
20160211 022602 | 20.5538 | 38.4958 | 3.1 | 141 | - |3.24]0.03 | 3.08 | 1.09| 0.11
20160217 164850 | 20.5713 | 38.2048 | 3 |199| - [3.25]0.03 | 331 |1.09] 0.12
20160305 084559 | 20.4747 | 383823 | 3 |149] - |325]0.03] 3.61 [1.09| 0.10
20160313 032337 | 20.4163 | 38.2053 | 3 |172| - |3.02]0.03 | 377 |1.10] 0.12
20160317 043947 | 20.4377 | 38.149 |32 164 | - 29 1003 ] 7.76 | 1.13 | 0.16
20160318 011522 | 20.4487 | 38.3852 | 3.1 | 13.2 ]| - |3.52]0.04] 141 |1.09]| 0.11

C 120160329 214300 | 20.2793 | 37.661 |38 154 | - [393)0.04 | 226 | 1.09| 0.15

C 120160411 185344 | 20.3325 | 38.2133 |43 [205| - [429/0.02] 141 |1.06| 0.17
20160423 103522 | 20.5413 | 38.497 |35 | 155 - 3.1 10.02] 463 | 1.09| 0.13
20160424 074156 | 20.4853 | 38.4685 | 3.5 |17.8| - |3.25]0.03 ] 338 [1.09| 0.10

C 120160426 141515 | 21.1042 | 37.8685 |39 | 27.8| - [4.01 | 0.02 ] 2.06 | 1.05] 0.16

C 120160429 035053 | 20.6052 | 38.6967 |39 | 9 - 1395]0.02] 1.52 |1.04| 0.15
20160525 134010 | 20.4127 | 38.1225 | 3.1 | 171 | - |247]10.03 |1237]1.19 | 0.13

C 120160604 163825 | 20.3477 | 38.1397 |44 | 17 | 45 [449/0.02 ] 142 | 1.05] 0.19
20160605 071854 | 20.3397 | 38.1052 | 3.1 | 9.3 - 1262]003] 7.63 [1.13| 0.10
20160605 073001 | 20.35 38.1558 |35 171 - 13.62]10.03| 275 |1.09] 0.10
20160606 190905 | 20.491 | 383077 | 3 |163] - |3.18]0.03] 3.69 |1.09| 0.11
20160607 045659 | 20.3483 | 38.1585 | 3.7 | 163 | - |3.87]0.02] 2.12 [1.05| 0.20
20160607 062608 | 20.3633 | 38.1333 | 3 |204| - |342]0.03 | 341 |1.09] 0.11
20160611 101907 | 20.3677 | 38.15 |32 |149] - |345]0.03 ] 2.73 |1.09| 0.11
20160613 142412 | 20.3717 | 38.1417 |32 | 179 | - 251003 ] 9.02 |1.15] 0.13
20160617 150034 | 20.216 | 37.9967 | 3.3 | 24 - 13451004 | 230 [1.11 | 0.10
20160622 112611 | 20.5483 | 38.5093 | 3 | 151 | - |3.07]0.03 | 442 |1.10] 0.11
20160722 033527 | 20.3858 | 38.0525 | 3.1 | 194 | - [3.22]0.03 | 6.06 |1.11 | 0.12
20160723 183146 | 20.4772 | 38.2925 |35 | 151 | - [3.59]0.03 | 422 |1.08| 0.14
20160827 041923 | 20.7058 | 38446 |3.1 | 13.8] - [343]10.03 ] 238 |1.09| 0.10
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20160901 040753 | 20.591 | 38.4603 | 3.7 | 127 - 399|003 | 232 |1.08] 0.13
20160901 075225 | 20.4017 | 382388 | 3 |122] - |3.09]0.03] 6.16 | 1.10| 0.11
20160902 080524 | 20.5658 | 38.4648 | 3.3 | 14 - |351]002] 312 [1.05| 0.20
20160907 051751 | 20.5988 | 38.4642 |32 | 12.7| - |345]0.02 | 2.57 [1.05| 0.14
20160907 084607 | 20.4022 | 38.3207 | 3.1 | 146| - |2.77]0.02 | 8.69 |1.10] 0.19
20160908 153105 | 20.2318 | 37.9838 | 3.9 | 23 - 13831003 ]| 2.10 | 1.07 | 0.15
C 120160913 061449 | 21.2045 | 37.7758 | 4.1 [ 153 | - [4.13/0.02 ] 234 | 1.05] 0.19
C 120160914 022003 | 20.214 | 37.9628 |39 194 | - [4.03)0.04 | 1.22 | 1.09| 0.15
C 120161003 023443 | 21.1967 | 37.7655 | 3.9 [ 28.7| 45 [4.25/0.02 ] 1.68 | 1.05] 0.21
C 120161009 120412 | 20.2587 | 38.1703 |39 179 | 4 [3.84|0.02 | 2.14 | 1.06 | 0.18
20161013 132151 | 20.6598 | 38.1273 | 3.1 | 132 | - |285]0.02 | 487 |1.07 ] 0.15
20161017 080959 | 20.4587 | 383725 | 3 |13.7] - |339]0.02] 2.05 [1.06 | 0.16
20161020 035838 | 20.256 | 37.976 3 1106 - [344/0.03] 134 | 1.07] 0.18
20161111 053643 | 20.4588 | 38.3022 | 3.3 | 8.6 - 1332]002] 374 |1.05| 0.18
20161115 093442 | 20.669 | 38.1422 | 3.1 | 155] - |325]0.02 ] 552 |1.06 | 0.21
C 120161203 210435 | 21.979 | 38.0908 | 4.7 | 14.1 | 44 {432 |0.03 ] 2.60 | 1.08 | 0.16
20161214 091351 | 20.3698 | 38.1183 | 3.5 | 143 | - |345]0.02 | 335 [1.06 | 0.16
20170102 011654 | 20.9615 | 37.9747 |33 | 108 | - |345]0.02 | 441 |1.05] 0.19
20170108 233152 | 20.4168 | 38.1492 | 3 |145] - |296]0.02 | 5.71 |1.07| 0.21
C 120170109 095316 | 21.7187 | 38.3368 | 45| 2.7 | 46 [455/0.02 ] 1.29 | 1.05] 0.17
C 120170110 124452 | 21.7197 | 38.3213 | 4.2 | 4.2 - 4.1 10.02] 259 [1.06 | 0.16
20170120 164511 | 20.6143 | 38.6207 | 3.5 | 6.2 - 1338]0.02] 349 [1.05]| 0.16
20170224 223100 | 20.6065 | 38.4595 | 3.3 | 6.7 - 1339]002] 282 |1.05| 0.19
C 120170228 220201 | 20.1525 | 379028 | 4.1 | 7 | 4.1 [4.07/0.04 | 1.20 | 1.10]| 0.18
20170317 170843 | 20.5215 | 38.0975 | 3 | 183 | - |3.23]0.02 ]| 4.14 [1.07| 0.20
20170404 151227 | 20.4732 | 38.3855 |33 |109| - |3.35]0.02| 235 |1.06 | 0.19
C 120170405 154329 | 21.7722 | 38.3172 |45 [ 13.6 | 44 [4320.02 | 2.06 | 1.05]| 0.18
20170406 201242 | 20.4773 | 383828 | 3.7 |11.7]| - |3.7810.02 ] 2.18 | 1.05| 0.16
20170406 224908 | 20.524 | 38.3825 | 3.3 | 8.8 - 1348]10.02 | 2.28 | 1.05| 0.13
20170413 115117 | 20.5343 | 38.3797 | 3.2 | 3.7 - 13371002 ] 251 [1.05] 0.20
C 120170415 013446 | 20.5067 | 38.3857 | 3.9 | 8.1 - |385]002] 1.79 | 1.04 | 0.18
20170424 144513 | 21.1053 | 37.861 |39 |185| - |[3.72]10.02 | 3.79 |1.05] 0.19
C 120170514 044606 | 21.91 3891 41| 24 - 14171008 | 343 [1.24| 0.16
C | 20170619 045537 21.2 38 4 10 - |1415]002] 1.03 |1.05| 0.19
C 120170627 035116 | 20.4188 | 38.2587 | 3.9 | 9.2 - |1383]002] 228 |1.05| 0.19
C 120170715 012203 | 21.99 3834 41| 4 - 14041004 | 238 | 1.10| 0.17
C 120170715 030514 | 22.03 3834 40| 4 - 14071007 ] 2.08 [1.14| 0.16
C 120170720 071545 | 21.94 3839 41| 5 - 14031003 ] 2.14 | 1.08 | 0.15
C 120170910 083154 | 22.11 38.01 3.8 10 - 1367]004] 1.83 | 1.11 | 0.17
C 120170911 162015 | 21.53 39.15 149 | 8 - 14.69]10.06| 095 |1.17| 0.17
C 120171104 095115 | 21.42 37.84 | 4.1 | 18 - 1397]002] 290 |1.05| 0.19
C 120171225 234705 | 20.5613 | 38.5937 |44 | 47 | 43 [427/0.02 ] 1.24 | 1.05] 0.19
C 120180221 234455 | 20.3462 | 37.7865 | 4.8 | 17.7| 4.7 | 4.55]0.02 | 1.50 | 1.06 | 0.15
C 120180222 070750 | 21.62 38.13 |39 | 20 - 3.8 10.02] 3.12 | 1.06 | 0.19
20180412 044529 213 38.6 3.7 ] 18 - 3711002 3.18 [ 1.06 | 0.20
C 120180424 052345 | 21.78 3821 |38 | 18 - 13721002 ] 356 |1.06 | 0.18
C 120180705 213905 | 21.29 3796 144 | 4 - 14221002 ] 1.53 [1.05| 0.20
C | 20180714 050846 | 21.82 37.7 381 5 - 13661004 ] 254 | 1.13 | 0.17
C | 20180818 032649 | 21.82 3838 [3.8] 10 - 1354]003] 194 |1.07| 0.23
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C 120180831 071224 | 21.6307 | 39.2857 | 5 |10.1 | 5.1 |5.15]0.06 | 091 |1.16 | 0.15
C 20180831 082623 | 21.61 3935 |41 | 6 - 14.1910.06 | 1.53 | 1.19| 0.15
C 20180918 024843 | 21.5687 | 38.1157 | 4 | 188 | 4 [3.89]0.02 ] 3.86 | 1.06 | 0.20

20181023 220753 | 21.35 37.9 37| 14 - 36 10.02] 3.12 | 1.05] 0.18

20181026 001339 | 20.6712 | 37.466 | 4.5 | 5.7 - 4.6 1004 | 1.12 | 1.12| 0.10

20181026 003255 | 20.3828 | 37.7262 | 44 | 10 - 14521004 1.12 | 1.10| 0.11

20181026 021733 | 20.5397 | 37.4798 | 4.1 | 8.2 - 42 1004 ] 346 | 1.14| 0.10

20181026 062051 | 20.4383 | 374698 |44 | 5 - 14241004 ] 284 | 1.23| 0.09

20181026 064408 | 20.521 | 37.4758 | 4.2 | 10 - 14221004 ] 192 |1.15| 0.10
C 20181027 052846 | 20.6392 | 37.4743 |46 | 5.1 | 44 {444 /0.03 | 240 | 1.08 | 0.17

20181029 045211 | 20.5938 | 37.502 | 4.1 | 7.2 - 14211003 ] 236 [1.09| 0.14
C 120181030 025959 | 20.5123 | 37.5938 | 54 | 6.9 - |1525]003] 064 |1.06 | 0.23

20181030 063413 | 20.5173 | 37.6515 |42 | 8 - 14381004 ] 092 [1.09| 0.10
C | 20181105 064613 | 20.4863 | 37.6268 | 4.5 | 8.3 - 44 1002 | 1.70 | 1.05| 0.15
C 120181108 224600 | 20.4673 | 37.588 |42 | 7 - 42 1002] 1.76 | 1.05| 0.16
C 20181110 021338 | 204918 | 37.6482 |42 | 7.7 - 14.02]002] 198 |1.05]| 0.15
C | 20181111 233835 | 20.5055 | 37.6327 |48 | 7 - 1475]002] 1.01 |1.05| 0.15
C | 20181118 060644 | 20.3128 | 37.5557 |43 | 7.5 - 1448 ] 0.1 | 1.52 | 1.16 | 0.15
C | 20181119 055651 | 20.666 | 37.5437 | 4.1 (163 | - [4.19/0.02] 191 | 1.06 | 0.17
C 20181129 002259 | 20.2648 | 37.6337 | 4.2 | 9.7 - 14481007 ] 098 [1.15| 0.14
C 20181213 062641 | 20.6398 | 37.523 |44 | 53 - 14631003 ] 1.35 |1.07 | 0.17
C 120190115 011149 | 20.4142 | 38.2898 |42 112 | - 14.09/0.02 ] 2.08 |1.04| 0.17
C 120190115 012505 | 20.62 3894 143 | 19 - 14221003 ] 1.70 [ 1.07 | 0.16
C 120190117 214639 | 20.6723 | 37.652 |43 [146| - [429/0.02] 130 | 1.05] 0.17

20190125 225324 | 20.6485 | 37.6577 |39 | 134 | - 3941002 ] 1.58 [1.06 | 0.14
C 120190201 050200 | 20.9487 | 37.9522 |39 134 | - [393]0.02] 242 | 1.05] 0.16
C 120190205 022609 | 20.587 | 38.9803 |52 132 - [5.04)0.03 | 096 |1.07| 0.15
C 120190216 015716 | 20.6875 | 37.6875 |39 |11.6| - [3.94|0.02 ] 1.56 | 1.05] 0.14
C 120190306 015445 | 22.02 3836 |39 9 - 1374]1005]| 469 [1.14| 0.14
C 120190325 062107 | 20.6172 | 37.6328 | 3.9 | 64 - 13841002 ] 2.06 |1.06 | 0.17
C 120190328 091301 | 21.94 38 41| 10 - |387]0.03] 2.01 [1.07| 0.16
C 120190416 010456 | 20.7129 | 37.7051 |39 ] 9 - |1384]002] 1.71 |1.06 | 0.15
C 120190427 232557 | 20.6104 | 37.6025 |39 |11.2| - [3.83/0.02 ] 234 |1.06 | 0.17
C 20190513 165717 | 21.2695 | 37.6758 | 4.7 | 6.4 - 14541002 ] 143 |1.05]| 0.19
C 120190513 212733 | 21.27 37.69 143 | 11 - 14191002 ] 144 [1.05] 0.20

20190515 000241 | 21.27 3791 |37 | 6 - 37 10.02] 145 | 1.05] 0.19
C 120190521 085819 | 21.25 3792 144 | 5 - 14271002 1.19 |1.05| 0.19
C 120190524 211759 | 21.24 3794 139 | 5 - |388]0.02] 147 |[1.05]| 0.19
C 120190619 232453 | 20.5289 | 38.0923 |39 (213 | - [3.690.02 ] 3.20 | 1.05] 0.17
C 120190707 222218 | 20.57 3752 139 | 18 - 1392]003] 195 [1.08| 0.14
C 120190713 150843 | 21.2498 | 38.8408 | 4.7 | 139 - (444|004 | 1.74 | 1.08 | 0.15
C 120190728 050253 | 20.5673 | 37.598 |39 133 | - 4 1002] 1.61 |1.06| 0.19

20190828 054430 | 21.77 3831 |37 | 7 - |361]002] 2.89 [1.06 | 0.16
C 120191011 224320 | 20.93 37.7 44| 9 - 1435]003 ] 1.18 | 1.06 | 0.18
C 120191012 064935 | 20.55 37.56 142 | 10 - 14191003 | 1.55 |1.06 | 0.17
C 120191126 044929 | 21.88 38.37 4 8 - 4 1003] 1.54 | 1.08] 0.18
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Appendix C. The coordinates of the 24 stations located in western Greece. Column “EL” gives the
elevation, In the sixth column the values of ”Vs3y” are given, where (M) and (I) refer to values measured
where it was available or inferred, respectively, based on Margaris et al., (2021) for ITSAK stations and
on Cushing et al., (2020) for the ARGONET ones. “N” characterizes the accelerometric network that each
station belongs, where symbols “I” and “A” correspond to ITSAK (http://www.itsak.gr) and ARGONET
(http://argonet-kefalonia.org/), respectively. “/”, is the geometric mean of the mean free path presented in
Figure 46 and “*g,” the corresponding standard deviation (in log scale) (log10(/) +/- logl0 (a1) < [ /= o).
Stations with bold fonts are considered as “reference” ones in GIT study (ck. 3).

Station Long. (°) Lat. (°) (l;:rll ) Vlsri(/)s(el\c/[) ‘I]sj:g) N | [ (km) *a1
1 CKO0 20.506248 38.164152 4 ~270 - A 269 2.66
2 CK6 20.506248 38.164152 -2 ~280 - A 195 3.18
3 CK15 20.506248 38.164152 -11 ~350 - A 357 2.49
4 CK40 20.506248 38.164152 -36 ~ 500 - A 290 2.55
5 CK83 20.506248 38.164152 -79 > 690 - A 416 2.24
6 CKWP 20.510489 38.166288 7 - > 800 A 394 2.60
7 ARG2 20.4877 38.1783 5 - 381 | 265 2.44
8 VSK1 20.564 38.409 311 1183 - | 301 2.57
9 LXR1 20.4374 38.2009 6 249 - | 220 2.60
10 ITC1 20.7155 38.3645 7 - 438 | 188 1.74
11 VAS2 20.6081 38.6303 6 - 332 | 211 2.41
12 LEF2 20.7081 38.8302 2 331 311 | 585 2.96
13 ZAK2 20.8999 37.7878 3 - 352 | 226 2.86
14 ASTI1 21.0895 38.5416 9 - 461 | 287 2.72
15 AGR3 21.4161 38.5892 45 341 341 | 232 2.55
16 PRE2 20.7546 38.9576 2 - 384 | 669 3.04
17 PYR2 21.4505 37.6671 13 - 333 | 255 2.49
18 PYR3 21.4623 37.6787 24 225 - | 115 3.31
19 AOL1 21.6247 37.6433 52 - 348 | 219 2.51
20 KACI1 21.5481 38.1379 40 337 - | 124 2.48
21 MSL1 21.4243 38.3726 1 - 306 | 163 3.75
22 PAT4 21.7478 38.2341 33 350 - | 137 3.10
23 PATS 21.795 38.2959 53 - 423 | 281 3.24
24 KRI1 20.8171 37.6620 191 - 556 | 203 3.38
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Appendix D. The coordinates of the 16 stations located in Southeastern France and which belong to the
French network. The data of these station are included into the “RESIF-RAP” dataset (Traversa et al.,
2020)-. Column “EL” Gives the elevation, and column Vss3o gives the values of the average shear wave
velocity down to 30 m (where it was available). ECOS8 is the classification of each site according to
Eurocode-08 (where available). “Loc” is the location of the stations, where “S” indicates that the stations
is located into a structure, “FF” corresponds to Free Field installation, while “T” indicated installation into
a tunnel. “N” characterizes the network that each station belongs, where symbol “C” correspond to the
Cadarache network (seismometers), while “Fr” indicates the French accelerometric network (RAP) Régnier
et al.,, 2010 and Hollender et al., (2018). “I”, is the geometric mean of the mean free path presented in
Figure 55 and “*g/” is the corresponding standard deviation (in log scale) (log10(/) +/- logl0 (o)) & [ -/~

0)).

Station L‘(’:;g' L(a)t (1;:;) VS0 | ECO8 | Loe. | N | (km) | o
1| CA0l21 | 577 (4367 - | - | - | - [c| 713 3.88
2| CA0221 | 575 |43.68] - | - | - | - [ C| 508 2.61
3| CA4 2l | 575 [43.69] - | - | - | - [ C| 346 10.02
4| CA022 | 576 4368 - | - | - | - [C| 736 3.19
5 | ARBF 00 HH | 5.33 |43.49|185| 2400 | A | S |Fr| 1102 | 276
6 | ARTF 00 HH | 5.81 |43.59 510 - | - | FF |Fr| 1775 | 4.I5
7 | BLAF 00 HH | 6.05 |43.95[590| - | - | S |Fr| 82 3.50
8 | BSTF 00 HH | 5.64 | 43.8 | 500| - S | Fr| 903 3.69
9 | IRPV 00 HN | 5.76 | 43.8 | 414 | 605 S | Fr| 1374 | 3.09

B
10 | IRVG 00 HN | 5.54 |43.63 | 499 | 2090 A FF | Fr 984 4.16

11 | MLYF 00 HH | 5.77 |43.99 | 765 - - S | Fr 1124 4.33
12 | OGCA 00 HN | 5.67 |43.73 412 | 1383 A FF | Fr 395 31.48
13 | OGDI 00 HH | 6.23 | 44.11 | 770 | 698 B FF | Fr 596 6.39
14 | OGDI 00 HN | 6.23 |[44.11 | 770 | 698 B FF | Fr 1067 4.54
15 | OGVG 00 HH | 6.11 4482 | 6 | 1090 - T | Fr 1408 2.68
16 | RUSF 01 HH | 5.48 [43.94 1499 | 2650 A T | Fr 784 5.50

Appendix E. Similar Table as the Appendix D, for the extra 7 stations of the French accelerometric
network (RAP), examined by the 4™ group of data (see. ch. 2.4)

Station Long. () | Lat. () (];:1:) nY/Z?c EC08 | Loc. | N
1| OGAG 00 HH | 6539745 | 4478784 | 1280 | 972 A T | Fr
2 OGAG 00 HN 6.539745 4478784 1280 972 A T Fr
3| 1SO 00 HH 705 24184 | 910 | 2750 | A S | Fr
4 ISO 00 HN 7.05 44184 910 2750 A S Fr
5 SAOF 00 HH 7.5532 43 986 595 2025 A S Fr
6 | SAOF 00 HN 75532 4398 | 595 | 2025 A S | Fr
7 OGMB 00 HH 6.50576 449819 1575 573 B FF Fr

172



Appendix F. The information of the earthquakes used in this study (occurred in the broader Alps region),
given by the catalogues of RAP (Traversa et al., 2020). (2™ column: Date Time, 3": Longitude, 4*:

Latitude, 5™ local magnitude, 6™ moment magnitude (if available), 7 Depth.

Earthquake ID o o Depth
(YYYYMMDD hhmmss) Long. () Lat. () M, My (km)
1 20000821 171429 8.28 44.89 5 4.7 5
2 20010225 183442 7.56 43.49 4.5 4.6 11
3 20050908 112718 6.88 46.04 4.9 4.7 7
4 20051220 235734 6.97 44.11 3.5 3.2 8
5 20060902 012131 7.73 43.91 4 3.8 2.8
6 20090419 123950 7.69 44.78 4.5 4.2 5
7 20110725 123121 7.32 44.99 4.8 4.5 5
8 20120226 223755 6.67 44.51 4.5 4.2 4
9 20120226 233934 6.69 44.52 3.6 3.3 10
10 20120227 163122 6.69 44.44 39 3.6 10
11 20120302 071552 6.64 44.51 3.8 3.5 5
12 20120325 080532 6.62 44.51 3.6 33 5
13 20120919 185601 5.875 43.868 3.6 3.3 5
14 20121003 092045 7.354 44.529 4.6 4.3 5
15 20121005 191043 7.247 44.594 3.6 33 10
16 20130107 042025 6.695 44.729 4.1 3.8 5
17 20130407 031313 7.399 44.22 3.8 3.5 7
18 20131015 024713 7.357 44.443 3.8 3.5 9
19 20140407 192659 6.713 44.514 5.2 4.9 8
20 20140612 114648 6.788 44.697 3.6 33 0
21 20140622 013214 6.718 44.512 3.6 3.3 12
22 20140713 100540 7.244 44.513 3.6 3.3 0
23 20150411 053314 6.684 44.517 3.5 3.3 7
24 20150910 065847 6.453 43.778 3.2 NaN 13
25 20151106 040303 6.739 44.491 4.1 3.8 12
26 20160314 133611 7.352 44.428 39 3.6 5
27 20160730 202137 7.324 44914 4.4 4.1 5
28 20160903 191454 7.53 43.967 3.7 34 9
29 20161109 153511 6.177 44.276 3.8 3.5 15
30 20161110 024546 6.168 44.281 3.5 3.3 13
31 20161110 024813 6.168 44.277 4 3.7 13
32 20170408 095234 7.322 44.279 3.5 33 5
33 20171027 010951 6.329 45.447 3.7 34 3
34 20180717 181345 7.127 44.506 3.7 34 4
35 20191111 105245 4.6709 44,5178 52 4.9 1
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Appendix G. The coordinates (latitude ¢ and longitude, 1), of the 60 station sites used for the creation of
synthetic data (ch. 3.3.1). These stations consist a part of the permanent ITSAK accelerometric network
(http://www.itsak.gr).

STAT.| Lat.(°), | Lon.(°), | STAT. | Lat. (°), | Lon. (°), | STAT. | Lat. (°), | Lon. (°),
Q A Q A Q A

AGR2 | 38.6319 | 21.4135 | KAR2 | 39.3659 | 21.9194 | PAT4 | 38.2341 | 21.7478

AGR3 | 38.5892 | 214161 | KIF1 | 38.0772 | 23.8145 | PATS5 | 38.2959 | 21.795

AIG2 | 38.2417 | 22.0724 | KLV1 | 38.0325 | 22.1079 | PER1 | 38.0119 | 23.7027

AKRI1 | 38.1535 | 223132 | KMV1 | 38.7793 | 22.7845 | PETI | 36.9638 | 21.9253

AOL1 | 37.6433 | 21.6247 | KOR2 | 37.9401 | 22.9495 | PIR1 | 37.9372 | 23.6425

ARE2 | 36.6663 | 22.3832 | KRI1 | 37.662 | 20.8171 | PIR2 | 37.9457 | 23.6708

ARG2 | 38.1783 | 20.4877 | KRK1 | 39.6179 | 19.9163 | PIR3 | 37.9572 | 23.6519

ARS1 | 37.6348 | 22.7293 | KYMI1 | 38.6338 | 24.1056 | PLN1 | 39.998 23.575

ART2 | 39.1475 | 20.9937 | KYP2 | 37.2497 | 21.667 PRE2 | 38.9576 | 20.7546

AST1 | 38.5416 | 21.0895 | LAM2 | 38.9022 | 22.4317 | PYL1 | 36.9141 | 21.6951

ATHS | 37.9754 23.737 | LAR4 | 39.6421 | 22.4218 | PYR2 | 37.6671 | 21.4505

FRS1 | 39.2933 | 22.3844 | LARS | 39.6403 | 22.4107 | PYR3 | 37.6787 | 21.4623

GTH2 | 36.7602 | 22.5659 | LEF2 | 38.8302 | 20.7081 | SKOI1 | 39.1233 | 23.7287

IGM2 | 39.4861 | 20.2592 | LEOI1 | 37.1688 | 22.8637 | THV2 | 38.3161 | 23.3198

ITC1 | 383645 | 20.7155 | LXRI1 | 38.2009 | 20.4374 | TRP1 | 37.5111 | 22.363

ITEI 38.4337 | 224272 | MGP1 | 37.402 | 22.1378 | VAS2 | 38.6303 | 20.6081

JAN2 | 39.664 20.8522 | MOSI | 37.9531 | 23.6819 | VOL2 | 39.3659 | 22.9505

JAN3 | 39.6839 | 20.8378 | MSL1 | 38.3726 | 21.4243 | VOL3 | 393739 | 22.9353

KAC1 | 38.1379 | 21.5481 | NMAI1 | 37.8187 | 22.6627 | VSKI | 38.409 20.564

KAL3 | 37.0245 | 22.1029 | NPS1 | 36.5126 | 23.0624 | ZAK2 | 37.7878 | 20.8999
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Appendix H. Information of the synthetic seismic sources used in this study. A (Longitude) and ¢
(Latitude.) are the coordinates (Figure 12, Appendix G). The (1), (2) and (3) columns of M,, represent the
synthetic, the initial at the inversion and the inversion resulted values of M,,, respectively. The synthetic
depth is considered equal to zero. The initial magnitudes were created from the synthetic ones affected by
standard input errors normally distributed around zero with a standard deviation 0.3.

0 0 MW o ) MW

re * I 'mTol o (1" " olo]l o

1 36.6 20.2 | 3.1 3.1 |3.12+0.02 64 36.6 223 | 34 | 34 |3.39+£0.02
2 37 20.2 3.7 | 3.7 |3.72+0.02 65 37 22.3 6 5.9 | 5.98+0.05
R] 37.4 202 | 2.2 | 2.3 | 2.22+0.02 66 37.4 223 | 3.7 | 3.7 | 3.71+£0.02
4 37.8 20.2 3.7 | 3.6 |3.71+£0.02 67 37.8 22.3 34 | 3.6 | 3.40+0.02
5 38.2 20.2 1 0.9 | 1.01+0.02 68 38.2 22.3 1 1.4 | 1.01£0.02
6 38.6 20.2 34 | 3.3 |3.41+0.02 69 38.6 223 | 22 | 2.3 |2.20+0.02
7 39 20.2 3.7 | 3.6 | 3.72+0.02 70 39 22.3 1.6 | 1.8 | 1.60+0.02
8 394 202 | 2.8 | 2.6 | 2.81£0.02 71 394 223 | 52 | 5.2 |5.21+£0.02
9 39.8 20.2 49 | 4.7 | 4.91+0.03 72 39.8 223 | 2.8 | 2.6 | 2.80+0.02
10 | 36.6 205 | 4.6 5 4.62+0.03 73 36.6 22.6 1 0.7 | 1.00+0.02
11 37 20.5 1.6 1.2 | 1.62+0.02 74 37 22.6 4 3.8 |4.01+0.02
12 | 374 205 | 2.8 | 2.5 | 2.81+0.02 75 37.4 226 | 3.7 | 3.8 | 3.71+£0.02
13 | 37.8 20.5 1.3 1.5 | 1.30+0.02 76 37.8 22.6 1.3 | 1.8 | 1.30+0.02
14 | 38.2 20.5 2.8 3 2.81+0.02 77 38.2 226 | 2.8 | 2.7 | 2.81+£0.02
15 | 38.6 20.5 4.3 4 4.32+0.02 78 38.6 226 | 25 | 2.3 [2.51+£0.02
16 39 20.5 1 0.9 |1.01+£0.02 79 39 226 | 3.1 | 3.5 |3.11+£0.02
17 | 394 20.5 34 | 3.1 |3.39+0.02 80 394 226 | 2.2 2 2.214+0.02
18 | 39.8 20.5 3.1 3 3.10+0.02 81 39.8 226 | 25| 2.3 |2.51+0.02
19 | 36.6 20.8 1.3 1.4 | 1.32+0.02 82 36.6 22.9 1.9 | 1.7 | 1.89+0.02
20 37 20.8 | 2.8 | 2.7 | 2.81+0.02 83 37 22.9 1.3 | 14 | 1.30+£0.02
21| 374 20.8 46 | 4.5 | 4.61+0.02 84 37.4 229 | 25| 2.5 |2.50+0.02
22 | 37.8 20.8 1.9 1.5 | 1.90+0.02 85 37.8 229 | 3.1 3 3.11+0.02
23 | 38.2 20.8 43 | 4.5 | 4.31+0.02 86 38.2 229 | 34 | 3.6 | 3.42+0.02
24 | 38.6 20.8 1.6 1.8 | 1.61+0.02 87 38.6 229 | 46 | 4.6 | 4.60+£0.02
25 39 208 | 3.4 | 3.7 | 3.40+£0.02 88 39 229 | 2.2 2 2.20+0.02
26 | 394 20.8 43 | 4.5 | 4.31+0.02 89 394 229 | 49 | 4.8 | 4.93+0.02
27 | 39.8 20.8 1.9 | 2.2 | 1.90+£0.02 90 39.8 22.9 1.3 | 1.6 | 1.29+0.02
28 | 36.6 21.1 1.6 1.7 | 1.62+0.02 91 36.6 232 1.3 | 1.3 | 1.29+0.02
29 37 21.1 3.1 34 |3.11+0.02 92 37 232 | 43 | 43 |4.29+£0.02
30 | 374 21.1 1.6 1.2 | 1.61+0.02 93 37.4 232 1.9 | 2.1 | 1.91+£0.02
31 | 37.8 21.1 1.9 2 1.90+0.02 94 37.8 232 1.3 |1 1.2 | 1.31+£0.02
32 | 38.2 21.1 1 1.1 | 1.01+0.02 95 38.2 232 | 49 | 5.2 |4.90+0.02
33 | 38.6 21.1 5.5 | 5.7 |5.52+0.03 96 38.6 232 1.9 2 1.89+0.02
34 39 21.1 4 3.8 |4.01+0.02 97 39 232 | 49 | 5.2 |4.92+0.02
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351394 | 21.1 | 34 | 33 |341+0.02 | 98 | 394 | 232 | 1.6 | 1.5 | 1.62+0.02
36 | 398 | 21.1 | 1.9 2 11.91+0.02 | 99 | 39.8 | 23.2 4 | 3.9 |4.00+£0.02
37| 366 | 214 | 1.3 1 1.31+£0.02 | 100 | 36.6 | 235 | 2.2 | 2.4 | 2.19+0.02
38 | 37 214 | 1.3 | 1.4 | 1.30+£0.02 | 101 | 37 23.5 1 1.2 | 0.99+0.02
39 | 374 | 214 | 22 | 25 |2214+0.02 | 102 | 374 | 23.5 | 43 | 4.1 | 4.29+0.02
40 | 378 | 214 | 22 | 2.2 |221+£0.02 | 103 | 37.8 | 23.5 | 4.6 | 4.6 | 4.60+0.02
41 | 382 | 214 | 2.5 | 2.4 |250+0.02 | 104 | 382 | 23,5 | 1.6 | 1.7 | 1.61+0.02
42 | 38.6 | 214 1 1.1 [1.01+0.02 | 105 | 38.6 | 23.5 | 1.3 | 1.5 | 1.30+0.02
43 | 39 214 | 22 | 2.3 |2.20+0.02 | 106 | 39 235 | 2.5 | 2.6 | 2.52+0.02
44 | 394 | 214 | 22 | 22 |221+0.02 | 107 | 394 | 235 | 3.7 | 3.6 | 3.71+0.02
45 1398 | 214 | 1.6 | 1.5 | 1.60+0.02 | 108 | 39.8 | 23,5 | 1.9 | 1.5 | 1.91+0.02
46 | 36.6 | 21.7 | 1.9 2 11.91+£0.02 | 109 | 36.6 | 23.8 | 2.8 | 3 |2.79+0.02
47 | 37 21.7 | 1.9 | 1.9 | 1.90+0.02 | 110 | 37 23.8 | 4.6 | 4.6 | 4.59+0.02
48 | 374 | 21.7 | 1.3 | 1.3 | 1.30+£0.02 | 111 | 374 | 23.8 1 1 | 1.01+0.02
49 | 37.8 | 21.7 | 2.8 | 2.4 |2.80+0.02 | 112 | 378 | 23.8 | 1.6 | 1.6 | 1.60+0.02
50 | 382 | 21.7 | 3.1 | 3.1 |3.11£0.02 | 113 | 38.2 | 23.8 | 43 | 44 | 431+0.02
51 | 38.6 | 21.7 4 3.7 14.01£0.02 | 114 | 38.6 | 23.8 | 5.2 | 54 | 5.22+0.03
52| 39 21.7 | 2.5 | 2.4 |249+0.02 | 115 | 39 23.8 1 1.4 | 0.99+0.02
531394 | 21.7 | 3.1 | 3.4 |3.10£0.02 | 116 | 394 | 23.8 1 1 | 1.02+0.02
54 | 398 | 21.7 | 2.8 | 2.7 [ 2.79+0.02 | 117 | 39.8 | 23.8 1 1.3 | 0.99+0.02
55 | 36.6 22 25 | 2.4 ]1251£0.02 | 118 | 36.6 | 24.1 | 3.7 | 3.7 | 3.70+0.02
56 | 37 22 55| 52 [ 551£0.03 | 119 | 37 24.1 | 3.4 | 3.7 | 3.40+0.02
57 | 374 22 2.5 | 2.5 |2.50+0.02 | 120 | 374 | 24.1 1 1.2 | 1.01+0.02
58 | 37.8 22 52 | 52 |521+0.02 | 121 | 37.8 | 241 | 1.3 | 1.4 | 1.31+0.02
59 | 38.2 22 1 1.3 [1.00+£0.02 | 122 | 38.2 | 24.1 | 2.5 | 2.2 | 2.51+0.02
60 | 38.6 22 4 3.6 |4.02+0.02 | 123 | 38.6 | 24.1 | 1.6 | 1.9 | 1.61+0.02
61 | 39 22 3.1 |1 29 |3.10£0.02 | 124 | 39 24.1 | 5.5 | 5.5 | 5.53x0.04
62 | 394 22 4 4 14.01+0.02 | 125 | 394 | 24.1 | 1.9 | 2 | 1.90+0.02
63 | 39.8 22 22 | 2.1 [2.19+0.02 | 126 | 39.8 | 24.1 | 1.6 | 1.9 | 1.60+0.02
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Appendix I. Source parameters information used and computed in this study referring to the real dataset
inverted also by Grendas et al., (2018), (Figure 18). In the second column the Earthquake (id) (date and
time of each earthquake), in the third, fourth and fifth columns their coordinates (Latitude and Longitude)
and focal depths reported by the Seismological Station of A.U.Th.(http://geophysics.geo.auth.gr/ss/) and in
the sixth column the number of records used, are given, respectively. In the next columns their moment
magnitudes M,, (cat) (from the catalogues of A.U.Th., and the computed from the application of GIT in
this study M,, (inv) corner frequencies, f.(Inv), are given, respectively.

Earthquake Lat. Long. D. |Num.| M, M,, fe
(id) ©) ©) (km) of |(Cat)| (Inv.) (Inv.)
Rec.
1 20101218 060541 | 37.228 | 20.19 7 6 4.8 4.834+0.05 | 0.18+1.40
2 20110222 203702 | 38.85 24956 |13 12 4.5 4.54+0.04 | 0.18+1.53
3 20110316 160724 | 38.453 20486 |1 10 4.5 4.5440.04 | 0.16+1.64
4 20110403 235339 | 35.596 | 21.84 1 6 4.5 4.534+0.05 | 0.22-0.87
5 20110415 031829 | 36.614 |22.873 |6 10 4.5 4.3740.04 | 0.17+1.59
6 20110508 065024 | 36.6752 | 27.2161 | 17 5 5.2 5.2240.06 | 0.08-0.46
7 20110525 232750 | 379114 | 21.1121 | 14 12 5.1 5.00+0.04 | 0.06-0.62
8 20110526 125618 | 37.931 | 21.157 |1 11 4.7 4.824+0.04 | 0.09-0.85
9 20110601 171858 | 36.37 22.287 | 114 12 4.5 4.49+0.04 | 0.12+1.11
10 | 20110719 071314 | 37.3929 | 20.1755 | 15 20 5.1 5.18+0.04 | 0.06-0.67
11 | 20110725 175721 | 40.8244 | 27.7474 | 12 8 5.1 4.984+0.05 | 0.14-0.79
12 | 20110807 143534 | 38.41 21.812 |1 33 4.7 4.7840.03 | 0.08+1.12
13 [20110814 010502 | 37.231 [22.009 |1 13 4.6 4.744+0.04 | 0.08-0.86
14 20110914 033528 | 37.2 22.052 |1 16 4.5 4.66+0.04 | 0.07-0.80
15 | 20111106 205650 | 35.79 25.647 |11 13 5 4.9440.05 | 0.12+1.02
16 |20111110 172540 | 38.4 21.82 7 40 4.6 4.64+0.02 | 0.08+1.40
17 20111123 121754 | 34.2821 | 25.0778 | 11 6 5.5 5.46+0.06 | 0.06-0.37
18 [ 20111205 081728 | 38.847 [26.294 |10 10 4.7 4.64+0.04 | 0.14+1.18
19 120120126 042459 | 36.0468 | 25.0538 | 22 7 5.2 5.21+0.05 | 0.09-0.73
20 | 20120127 013324 | 36.0558 | 25.0866 | 19 7 5.4 5.44+0.05 | 0.07-0.58
21 | 20120128 105055 | 36.05 25.04 11 6 4.7 4.74£0.05 | 0.14+1.06
22 120120129 095506 | 36.08 24.97 11 6 4.6 4.56+0.05 | 0.12-0.90
23 120120214 013439 | 40.1465 | 24.0754 | 12 29 5.2 5.2540.03 | 0.05-0.65
24 120120304 033108 | 40.1696 | 24.0348 | 8 32 5.3 5.33+0.04 | 0.04-0.45
25 120120416 112342 | 36.719 | 21.6011 | 30 35 5.7 5.46+0.05 | 0.05-0.44
26 120120423 221534 | 34901 [25.343 |10 6 4.6 4.54+0.05 | 0.16+1.33
27 120120501 144828 | 38.65 26.67 4 9 4.7 4.7840.05 | 0.14-0.94
28 | 20120607 205421 | 40.8459 | 27.9342 | 8 6 5 5.06+0.05 | 0.19+1.17
29 120120610 124417 | 36.3847 | 28.9676 | 32 5 6.1 6.06+0.07 | 0.05-0.23
30 20120614 164607 | 36.386 | 29.018 |5 5 4.5 4.50+0.06 | 0.23+1.05
31 20120625 130530 | 36.44 28.91 17 6 4.7 4.79+0.05 | 0.17-0.98
32 | 20120912 032747 | 34.8285 | 24.0647 | 30 14 5.4 5.2840.05 | 0.06-0.51
33 120120921 084739 | 35.26 22.51 6 6 4.9 4.914+0.06 | 0.17-0.75
34 120120921 153916 | 35.369 |22.679 |10 5 4.6 4.57+0.05 | 0.30+1.59
35 120120922 035224 | 38.08 22.74 7 45 5.1 4.90+0.02 | 0.05-0.80
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36 120120922 061557 | 40.15 20.83 8 38 4.6 4.64+0.03 | 0.06-0.79
37 120121023 152042 | 38.97 20.62 12 53 4.8 4.74+0.02 | 0.06+1.10
38 120121126 173541 | 36.66 28.006 |1 20 4.8 4.76+0.04 | 0.09-0.77
39 120130108 141608 | 39.6681 | 25.5372 | 11 25 5.8 5.54+0.04 | 0.05-0.49
40 | 20130113 085515 | 39.67 25.57 9 23 4.5 4.69+0.03 | 0.13+1.54
41 120130406 112608 | 34.8226 | 24.1079 | 32 15 53 5.1840.05 | 0.05-0.43
42 | 20130409 033627 | 36.5011 | 23.0159 | 18 58 4.6 4.85+0.02 | 0.09+1.44
43 120130523 140905 | 38.66 20.56 4 47 4.7 4.94+0.03 | 0.04-0.64
44 | 20130606 115348 | 36.8244 | 21.8841 | 42 49 5 4.97+0.03 | 0.07+1.02
45 | 20130615 161103 | 34.4507 | 25.044 | 22 11 6.3 6.27+£0.07 | 0.01-0.10
46 | 20130615 162857 | 34.336 24945 |1 8 4.8 4.79+0.06 | 0.09-0.58
47 | 20130615 172206 | 34.328 | 25.047 |1 5 4.5 4.54+0.05 | 0.14-0.92
48 120130616 213905 | 34.4242 | 25.1864 | 25 17 6.1 6.02+0.06 | 0.02-0.16
49 | 20130619 190508 | 34.282 | 25.037 |1 9 4.7 4.68+0.05 | 0.14-0.92
50 120130702 104522 | 40.12 21.86 8 40 4.7 4.56+0.03 | 0.07+1.12
51 120130703 132823 | 40.12 21.85 7 38 4.8 4.72+0.03 | 0.05-0.66
52 120130807 090652 | 38.6885 | 22.6952 | 1 71 54 5.23+£0.02 | 0.04-0.67
53 20130807 134432 | 38.7023 | 22.6593 | 1 64 5 4.90+0.02 | 0.04-0.74
54 120130809 114923 | 38.703 | 22.691 |1 56 4.9 4.97+0.03 | 0.05-0.76
55 120130809 131010 | 38.702 | 22.659 |1 55 4.7 4.84+0.02 | 0.05-0.91
56 20130908 045927 | 34.79 25.11 9 14 4.7 4.80+0.04 | 0.09-0.91
57 120130916 144240 | 38.68 22.71 6 64 4.6 4.75+£0.02 | 0.05+1.01
58 120130916 150114 | 38.7062 | 22.729 | 8 66 53 5.1240.03 | 0.04-0.60
59 120131112 180928 | 38.92 23.1 10 69 4.9 4.97+0.02 | 0.04-0.83
60 | 20140111 041257 | 37.8338 | 20.9713 | 1 51 5 4.88+0.02 | 0.05-0.84
61 |20140126 184508 | 38.2313 | 20.3768 | 2 66 54 5.24+0.03 | 0.04-0.60
62 | 20140126 211535 | 38.145 | 20352 |8 51 4.7 4.76+0.02 | 0.06-0.95
63 20140128 051254 | 38.252 |20.4 10 12 4.5 4.45+0.04 | 0.12+1.20
64 |20140130 110618 | 38.414 |20.444 |1 58 4.5 4.70+0.02 | 0.05-0.82
65 20140201 081404 | 38.72 22.74 6 61 4.6 4.79+0.02 | 0.05-0.94
66 |20140201 163338 | 38.176 | 20.305 |3 56 4.5 4.75+0.03 | 0.05-0.76
67 20140203 030844 | 38.2665 | 20.323 | 10 64 6 5.914+0.04 | 0.03-0.31
68 120140206 192100 | 38.17 20.33 9 52 4.7 4.58+0.02 | 0.06+1.02
69 | 20140209 082259 | 38.186 |20.349 |9 49 4.5 4.60+0.02 | 0.06-0.94
70 120140212 103431 | 38.195 |20.32 8 57 4.6 4.68+0.02 | 0.06-0.93
71 120140214 033832 | 38.16 20.28 6 50 4.8 4.88+0.03 | 0.05-0.68
72 120140215 073117 | 38.216 | 20377 |16 46 4.6 4.88+0.03 | 0.05-0.80
73 120140305 124921 | 38.109 |20.352 | 11.6 14 4.8 4.88+0.04 | 0.07-0.73
74 120140414 204125 | 34.1335 | 25.8103 | 6 9 52 5.17+0.06 | 0.14-0.70
75 120140512 005433 | 39.761 |20.272 | 4 19 5 4.91+0.03 | 0.11+1.21
76 120140601 120551 | 34.65 24.641 |1 11 4.7 4.77+0.04 | 0.11-0.98
77 120140627 161427 | 38.25 25.15 8 27 4.4 4.72+0.03 | 0.14+1.35
78 120140703 050447 | 40.217 |27.964 | 14 6 4.5 4.51+£0.06 | 0.41+1.31
79 120140808 082048 | 34.788 |24.835 |13 19 4.8 4.66+0.04 | 0.10+1.10
80 |20140822 042754 | 39.9352 | 23.4312 | 14 36 5.2 5.20+£0.03 | 0.04-0.55
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81 120140921 004340 | 38.351 |21.833 |11 58 4.6 4.98+0.03 | 0.04-0.56
82 20141003 222047 | 34.6202 | 26.283 | 1 16 5 4.95+0.05 | 0.06-0.51
83 120141004 122756 | 35.122 | 26.248 | 22.7 18 4.6 4.64+0.04 | 0.08-0.81
84 20141024 234315 | 38.9193 | 21.1252 | 1 62 53 5.37+0.03 | 0.03-0.50
85 120141107 074139 | 38.09 20.45 13 46 4.7 4.92+0.03 | 0.05-0.80
86 | 20141107 171300 | 38.2887 | 22.128 |9 47 5.1 4.94+0.03 | 0.04-0.71
87 120141110 061640 | 37.099 | 28.765 |1 8 4.5 4.65+0.05 | 0.16-0.90
88 20141113 093753 | 38.385 [20.485 |11 52 4.5 4.59+0.02 | 0.07+1.32
89 120141117 230556 | 38.6545 | 23.4328 | 1 70 53 5.23+£0.02 | 0.04-0.67
90 20141117 230903 | 38.6455 | 23.4312 | 1 61 5.2 5.24+0.03 | 0.04-0.58
91 20141206 014507 | 38.9052 | 26.2613 | 14 16 5.1 5.09+£0.04 | 0.06-0.59
92 120141206 062054 | 38.8962 | 26.2342 | 14 9 5 4.90+0.05 | 0.11-0.87
93 120141211 222423 | 38.39 20.41 20 52 4.5 4.69+0.02 | 0.10+2.03
94 120150102 061631 | 37.539 | 20.53 9 41 4.6 4.60+0.03 | 0.08+1.19
95 120150128 155435 | 34.2462 | 25.1413 | 1 14 53 5.2940.06 | 0.07-0.47
96 20150313 133309 | 36.4 23.18 17 41 4.5 4.56+0.03 | 0.11+1.59
97 120150316 111834 | 37.338 |20.101 |1 27 4.5 4.74+0.04 | 0.11+1.18
98 120150416 180744 | 35.1463 | 26.888 |1 19 6.1 5.9840.05 | 0.04-0.36
99 120150416 185238 | 35.136 | 26.858 |1 17 4.7 4.81+0.04 | 0.09-0.99
100 | 20150416 190215 | 35.142 | 26.809 |1 18 4.6 4.84+0.04 | 0.08-0.90
101 | 20150417 020542 | 35.1575 [ 26.7333 | 1 21 5.5 5.39+£0.04 | 0.05-0.51
102 | 20150417 163943 | 35.119 | 26.68 1 19 4.6 4.57+£0.03 | 0.10+1.21
103 | 20150418 164650 | 36.49 23.2 21 41 4.7 4.87+0.03 | 0.08+1.06
104 | 20150502 082345 | 34.447 | 25.796 |1 14 4.7 4.80+0.04 | 0.10-0.87
105 | 20150609 010903 | 38.6402 | 23.4052 | 8 77 53 5.1740.02 | 0.04-0.67
106 | 20150609 214948 | 35.0497 | 26.7158 | 1 20 54 5.31£0.04 | 0.05-0.54
107 | 20150620 195244 | 34.272 | 26.298 | 4 11 4.5 4.60+0.05 | 0.10-0.75
108 | 20150910 081246 | 38.82 26.28 11 11 4.6 4.60+0.04 | 0.18+1.41
109 | 20150913 025727 | 37.104 | 28.943 |1 10 4.6 4.54+0.05 | 0.25+1.25
110 | 20150929 091240 | 34.76 24.594 |15 16 4.5 4.44+0.04 | 0.10-0.99
111 | 20151117 071007 | 38.6733 | 20.5302 | 1 68 6.5 6.35+£0.06 | 0.01-0.12
112 | 20151117 083340 | 38.6468 | 20.5718 | 7 65 5.1 4.96+0.03 | 0.03-0.53
113 | 20151117 115725 | 38.71 20.6 8 59 4.6 4.51+0.02 | 0.04-0.74
114 | 20151117 123754 | 38.72 20.58 8 57 4.9 4.69+0.02 | 0.05-0.81
115 | 20151117 193934 | 38.71 20.6 6 50 4.2 4.22+0.02 | 0.08+1.39
116 | 20151118 051813 | 38.5 20.52 9 51 4.6 4.46+0.02 | 0.05-0.95
117 | 20151118 121538 | 38.8628 | 20.5917 | 16 50 5 4.89+0.03 | 0.04-0.69
118 | 20151118 130314 | 38.74 20.6 14 56 5 4.67+0.03 | 0.04-0.72
119 | 20151120 051224 | 38.47 20.4442 | 14 56 5 4.62+0.02 | 0.05+1.02
120 | 20151120 093314 | 38.64 20.54 9 55 4.7 4.58+0.03 | 0.04-0.68
121 | 20151120 233703 | 38.73 20.6 3 50 4.5 4.58+0.03 | 0.04-0.56
122 | 20151121 004156 | 38.72 20.6 8 54 4.7 4.58+0.03 | 0.04-0.67
123 1 20160104 180055 | 38.58 20.6 10 52 4.3 4.21+0.02 | 0.06+1.15
124 | 20160205 230128 | 34.908 | 25.877 | 16 20 4.6 4.56+0.04 | 0.11+1.19
125120160215 185500 | 37.58 21.7 18 57 5.2 5.144+0.03 | 0.04-0.57
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126 | 20160312 124039 | 35.37 23.57 19 27 4.6 4.49+0.04 | 0.08-0.84
127 | 20160329 010528 | 37.38 19988 |1 41 53 5.13+£0.04 | 0.06-0.62
128 | 20160403 004615 | 34.47 25.65 11 7 4.7 4.68+0.06 | 0.04-0.28
129 | 20160521 163308 | 41.278 | 21.068 |1 32 4.8 4.65+0.04 | 0.11+1.09
130 | 20160521 164129 | 41.228 [21.043 |1 27 4.6 4.68+0.04 | 0.09-0.84
131 | 20160525 083615 | 34.918 | 26.261 |7 21 5.6 5.424+0.04 | 0.05-0.55
132 1 20160604 163826 | 38.095 |20.302 |6 42 4.8 4.53+0.03 | 0.06-0.99
133 1 20160730 172624 | 35.23 22.855 |18 10 5 5.11£0.05 | 0.09-0.62
134 | 20160912 082604 | 38.877 |27.788 |1 19 4.8 4.78+0.05 | 0.09-0.59
135120160912 092938 | 38.895 |27.774 |3 19 4.5 4.56+0.05 | 0.09-0.65
136 | 20161015 201450 | 39.79 20.72 10 39 53 5.20+0.03 | 0.04-0.63
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Appendix J. The @, and a; values computed in this study for the 216 cells of Figure 18. The 69 sub-
areas for which no ray paths passing through them, are not included to this Appendix and no Qs,, and a;,
parameters were computed for them (e.g the, n = 1, 2). The number of sub-areas starts from the upper left

one (Figure 18) up to the bottom right one and consecutively counts for the columns of each line.

Number | Qs +0yq,., ato, Number | Number | Qs +0y,, ato, Number

of Sub- of of Sub- of

Area, n Records | Area, n Records
3 20.7£14.0 | 0.432+0.311 5 128 145.2+98.5 | 0.516+0.300 14
4 409.9+697.5 | 0.676+0.378 59 129 40.2+6.7 0.628+0.099 14
5 100.8+64.4 | 0.558+0.330 14 130 51.1£15.4 | 0.890+0.156 7
6 19.8+8.4 0.691+0.147 3 131 95.0+94.6 0.698+0.303 15
7 112.7+£259.2 | 0.537+0.417 3 134 262.0+580.4 | 0.647+0.412 1
8 328.3+647.1 | 0.480+0.420 2 135 57.2+6.9 0.669+0.044 72
9 328.3+646.9 | 0.480+0.420 2 136 68.3+5.2 0.840+0.039 371
10 243.3+561.9 | 0.592+0.426 8 137 66.6+3.4 0.731+0.024 501
11 609.7+1398.6 | 0.629+0.426 18 138 73.2+4.0 0.722+0.025 434
12 53.7+15.8 0.607+0.182 19 139 121.5+11.2 | 0.495+0.042 347
13 586.4+1170.0 | 0.549+0.418 28 140 86.1+7.2 0.647+0.043 281
14 96.6+59.8 0.504+0.287 20 141 77.2+6.9 0.871+£0.056 150
15 27.7+8.1 0.837+0.157 4 142 61.8+7.1 0.689+0.068 228
16 171.6+£337.5 | 0.656+0.417 2 143 329.9+4310.3 | 0.564+0.352 24
22 94.0+30.7 0.819+0.178 17 144 175.4+£125.6 | 0.443+0.278 16
23 84.2+16.8 0.6724+0.094 178 145 381.8+545.9 | 0.640+0.399 4
24 57.0+10.1 0.5184+0.097 85 146 35.1+13.4 1.110+0.232 4
25 50.0+13.1 0.51540.145 17 147 60.7+£20.5 0.964+0.206 8
26 51.2+13.9 | 0.682+0.153 143 148 78.24+50.1 0.8724+0.290 30
27 36.84+6.3 0.600+0.091 34 149 774.1+£1652.7 | 0.659+0.420 9
28 242.5+240.4 | 0.780+0.378 10 150 61.4+43.0 | 0.711+0.240 16
29 39.9+8.2 0.637+0.119 25 151 260.1+£532.3 | 0.602+0.410 5
30 145.1+£50.6 | 0.302+0.165 48 153 477.7£1076.3 | 0.547+0.423 41
31 67.8+£10.2 0.667+0.087 31 154 31.9+4.0 0.859+0.055 93
32 85.8+18.4 | 0.809+0.141 38 155 57.2+10.5 0.734+0.097 39
33 65.4+15.9 | 0.784+0.141 25 156 52.243.7 0.983+0.045 150
34 47.7+16.1 0.667+0.152 13 157 82.3+5.8 0.715+0.035 328
35 49.0£20.6 | 0.941+0.213 15 158 70.344.5 0.692+0.032 314
36 246.0+£232.3 | 0.009+0.303 14 159 77.8+6.9 0.776+0.050 154
40 94.4+42.6 | 0.461+0.224 3 160 68.6+8.7 0.7224+0.074 50
41 59.4+7.7 0.730+0.070 140 161 45.9+6.6 0.811+0.092 31
42 56.4+4.4 0.71840.043 282 162 115.1£58.4 | 0.820+0.280 10
43 53.2+3.6 0.85340.042 316 163 45.1£9.4 0.859+0.119 21
44 63.0+7.1 0.596+0.064 113 164 52.3+11.4 | 0.664+0.112 36
45 42.242.6 0.889+0.046 132 165 79.3+40.5 0.932+0.287 7
46 36.7+2.1 0.984+0.039 61 166 66.1£28.4 | 0.631+0.205 7
47 346.8+155.2 | 0.172+0.189 67 167 46.1£11.3 0.767+0.138 11
48 29.9+2.3 0.862+0.049 83 168 70.7+£26.8 0.401+0.165 10
49 33.4+3.8 1.015+0.084 28 169 52.8+12.3 1.198+0.149 19
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50 46.1+7.9 0.582+0.098 21 170 394.6+557.9 | 0.737+0.396 13
51 34.344.6 0.684+0.081 23 171 31.2494 0.382+0.106 18
52 50.4£12.3 | 0.563+0.122 17 175 691.1£1437.5 | 0.586+0.421 7

33 316.2+419.0 | 0.503+£0.385 12 176 48.2+6.6 1.057+0.076 211
54 42.8+10.9 | 0.972+0.160 12 177 87.5+£10.7 | 0.637+0.061 145
55 65.7£37.0 | 0.741+0.190 8 178 80.8+7.5 0.755+0.049 158
58 112.3+140.0 | 0.333+0.391 57 179 70.4£8.0 0.948+0.077 168
59 343.7£265.2 | 0.268+0.278 48 180 55.249.9 0.867+0.113 14
60 62.945.1 0.777+0.044 316 181 1061.5+2332. | 0.706+0.423 6

61 75.5+4.9 0.659+0.033 302 182 36.6£7.2 0.840+0.115 11
62 58.542.9 0.811+0.028 252 183 127.9+438.9 | 0.755+0.176 26
63 104.8+11.1 | 0.519+0.055 249 184 443.2+£314.4 | 0.082+0.287 14
64 57.144.7 0.728+0.052 95 185 34.245.6 1.029+0.130 6

65 70.6+7.2 0.549+0.053 93 186 93.9+£36.0 | 0.393+0.186 13
66 89.4+13.2 | 0.593+0.081 63 187 421.24495.6 | 0.2324+0.376 9

67 52.3+£5.7 0.767+0.067 29 188 409.1+434.9 | 0.2274+0.349 28
68 47.0+4.9 0.986+0.076 28 189 552.5+£712.6 | 0.611+0.382 48
69 130.7£39.2 | 0.443+0.140 61 190 599.84729.4 | 0.221+0.367 18
70 411.1+£361.1 | 0.254+0.330 69 195 249.7+£225.6 | 0.408+0.340 8

71 353.6£389.9 | 0.691+0.370 25 196 115.3£39.3 | 0.667+0.171 27
72 604.8+888.1 | 0.569+0.400 13 197 66.8+£13.2 | 0.802+0.110 30
73 154.6+118.9 | 0.540+0.275 11 198 42.0+£3.6 0.899+0.050 132
77 61.3+18.4 | 0.610+0.152 28 199 73.7£15.0 | 0.839+0.113 51
78 70.7£12.4 | 0.613+0.085 72 200 149.7£100.4 | 0.566+0.282 17
79 64.8+£3.8 0.734+0.030 457 201 52.449.4 0.996+0.118 25
80 62.2+£3.2 0.808+0.027 379 202 46.4+6.7 0.842+0.092 73
81 84.3+5.8 0.665+0.036 341 203 65.8£12.9 | 0.670+0.107 32
82 63.843.4 0.770+0.029 337 204 52.849.2 0.805+0.116 16
83 51.8£2.5 0.778+0.028 259 205 47.5£8.9 0.854+0.121 18
84 60.9+4.7 0.868+0.049 125 206 146.5+80.0 | 0.78140.278 15
85 94.7£15.3 | 0.611+0.094 93 207 203.5+£86.7 | 0.706+0.216 97
86 118.74£25.6 | 0.360+0.101 40 208 416.5+£312.3 | 0.335+0.297 94
87 58.449.7 0.655+0.096 47 209 50.1+19.3 1.126+0.198 16
88 54.9+£7.5 0.810+0.093 46 214 146.3+£182.5 | 0.525+0.301 6

89 111.9£30.2 | 0.462+0.137 44 215 51.4+17.0 | 0.756+0.163 3

90 55.348.3 0.975+0.094 43 216 85.0+£30.5 | 0.641+0.174 11
91 87.2+£28.5 | 0.865+0.199 17 217 91.5£23.6 | 0.694+0.131 33
92 64.3+19.8 1.002+0.179 15 218 245.9+125.5 | 0.879+0.272 73
93 295.7£635.5 | 0.547+0.414 10 219 71.5+£10.4 1.023+0.097 115
96 85.9+57.7 | 0.656+0.315 4 220 198.5+68.2 | 0.9104+0.199 50
97 85.3+£11.0 | 0.959+0.083 174 221 69.0+8.2 1.141+0.088 48
98 73.843.9 0.867+0.024 1182 222 75.2+12.1 0.930+0.105 41
99 95.346.7 0.616+0.032 671 223 64.7+8.4 1.058+0.094 29
100 76.9+4.6 0.588+0.030 435 224 64.249.8 0.983+0.110 47
101 71.344.2 0.709+0.030 441 225 67.1+11.5 1.082+0.110 91
102 58.6£3.0 0.716+0.024 652 226 167.6+£114.2 | 0.890+0.296 91
103 90.748.3 0.601+0.039 382 227 116.3+£141.0 | 0.660+0.387 5

104 50.343.6 0.821+0.045 121 234 47.1448.4 | 0.310+0.356 1

105 73.749.7 0.810+0.080 116 235 81.5+44.3 0.623+0.195 21
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106 66.8+£10.2 | 0.443+0.075 76 236 82.2427.4 | 0.373+0.130 24
107 37.94+3.8 0.763+0.065 29 237 156.1+50.4 | 0.642+0.150 79
108 206.1+108.1 | 0.202+0.234 28 238 82.7+8.6 0.625+0.052 133
109 77.9£20.2 | 0.869+0.147 60 239 104.1+13.2 | 0.814+0.071 143
110 66.7£19.5 | 0.741+0.156 17 240 86.8+11.4 | 0.666+0.070 196
111 482.1+£798.6 | 0.534+0.399 16 241 92.9£12.0 | 0.596+0.065 141
112 318.2+603.0 | 0.610+0.390 38 242 74.4+8.3 0.867+0.066 156
115 45.9£25.6 | 0.977+0.272 1 243 110.8+£22.4 | 0.383+£0.083 177
116 12424229 | 1.031+0.102 913 244 70.3£21.2 | 0.389+0.115 61
117 80.9+4.8 0.744+0.025 1034 256 51.8435.9 | 0.665+0.291 7

118 75.1£3.9 0.831+0.023 800 257 333.1+191.7 | 0.040+0.215 52
119 80.5+4.8 0.687+0.027 826 258 193.2+55.8 | 0.357+£0.115 92
120 73.0+4.1 0.743+0.027 654 259 89.7£13.0 | 0.652+0.062 106
121 60.0£2.9 0.796+0.024 482 260 80.8+11.7 | 0.777+0.068 84
122 111.2+£10.3 | 0.503+0.042 358 261 94.1+£20.6 | 0.689+0.100 69
123 62.74£5.3 0.784+0.049 239 262 32.945.5 1.216+0.128 12
124 132.3+£42.9 | 0.790+0.184 49 277 29.3+£7.0 1.022+0.116 21

125 84.7£22.9 | 0.449+0.118 30 278 28.0+6.1 0.885+0.061 64
126 48.2+11.2 ] 0.633+0.125 36 279 22.34£3.8 0.777+0.049 36
127 32.3+£6.6 0.799+0.130 4 280 741.2+1356.9 | 0.457+0.397 14
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Appendix K. The 275 average Qs,, and a, values (Eq. [7]) and their corresponding standard errors, o,
computed from the inversion in this study, for the specific n cells of Figure 5 (406 in total). The number of
sub-areas starts from the upper left one (Figure 5) up to the bottom right one and consecutively counts for
the columns of each line.

n;l:eeclll an O'an an, O-an n’a::ee(lll an O-an an, O-O-'n
15 144.9 367.7 0.739 1.171 243 55.8 12.6 0.496 0.105
16 265.3 730.1 0.742 1.252 244 40.1 5.2 0.962 0.082
34 212.9 570.2 0.370 0.624 245 32.7 4.5 0.656 0.076
35 33.9 27.3 0.297 0.271 246 26.3 3.1 0.748 0.067
36 141.2 134.3 0.175 0.269 247 133.0 57.6 0.339 0.204
37 63.2 46.4 0.175 0.245 248 26.3 2.4 0.886 0.058
53 220.1 576.9 0.347 0.580 249 125.2 83.0 0.355 0.276
54 281.9 748.4 0.371 0.621 250 439 25.4 0.254 0.182
55 109.8 182.9 0.268 0.406 251 242.2 661.1 0.359 0.612
56 234.9 486.9 0.246 0.395 254 947.6 2364.4 0.312 0.517
57 19.5 10.1 0.697 0.207 255 263.0 96.2 0.061 0.099
58 12.3 6.2 1.242 0.291 256 443 53 0.843 0.066
71 138.8 360.9 0.307 0.516 257 32.4 2.4 0.923 0.044
72 10.0 3.9 1.468 0.354 258 157.5 34.3 0.092 0.089
73 37.6 55.5 1.384 1.166 259 32.8 3.2 0.806 0.058
74 42 .4 74.3 1.206 1.165 260 51.7 8.6 0.647 0.091
75 12.0 4.9 0.818 0.227 261 39.1 6.2 0.708 0.087
76 176.3 344.8 0.236 0.372 262 42.1 6.2 0.758 0.085
77 16.6 9.0 1.172 0.329 263 31.3 3.2 0.859 0.063
78 23.6 18.6 1.240 0.438 264 31.1 3.9 0.841 0.077
79 30.1 393 0.619 0.434 265 40.5 7.7 0.643 0.103
89 77.7 29.1 0.072 0.113 266 63.3 16.7 0.567 0.137
90 173.4 198.6 0.379 0.387 267 35.1 5.2 0.842 0.091
91 137.3 281.6 1.116 1.518 268 36.3 4.9 1.046 0.096
92 55.6 32.9 0.172 0.212 269 95.2 36.9 0.342 0.172
93 23.0 10.1 1.438 0.403 270 133.2 95.8 0.674 0.369
94 344.3 786.6 0.309 0.502 271 37.8 15.4 0.604 0.177
95 20.2 11.2 1.611 0.369 272 275.9 754.7 0.374 0.638
96 11.2 2.7 0.577 0.109 274 2.7 1.5 0.126 0.202
97 97.9 115.2 0.248 0.349 275 46.8 21.4 0.961 0.226
98 411.1 907.6 0.414 0.649 276 99.6 54.2 0.928 0.318
99 88.0 104.2 1.284 1.009 277 28.4 2.7 1.026 0.063
100 50.4 51.9 1.282 0.781 278 33.3 3.2 1.069 0.066
101 231.4 626.9 0.269 0.458 279 51.7 9.1 1.401 0.133
102 72.4 78.7 0.121 0.197 280 341.3 207.1 0.232 0.254
103 172.9 482 .4 0.387 0.662 281 429 6.2 0.835 0.087
110 336.3 351.3 0.127 0.209 282 33.2 4.4 0.863 0.083
111 50.0 13.5 0.904 0.161 283 67.8 18.3 0.723 0.151
112 32.5 5.7 0.850 0.106 284 105.1 32.8 0.513 0.156
113 22.4 39 0.666 0.094 285 29.1 3.0 0.815 0.061
114 636.5 1595.3 0.627 1.002 286 66.0 17.1 0.493 0.129
115 374.3 891.5 0.718 1.064 287 93.1 37.2 0.704 0.225
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116 74.3 81.4 1.951 0.805 288 574 17.7 0.509 0.157
117 17.2 6.2 0.666 0.128 289 60.6 20.0 0.542 0.170
118 18.7 7.4 1.148 0.296 290 47.0 12.6 0.825 0.164
119 145.1 201.6 0.279 0.394 291 62.7 32.9 1.988 0.472
120 159.0 163.5 0.163 0.261 292 93.8 84.6 0.536 0.355
121 126.6 158.9 0.182 0.285 293 2379 490.0 0.508 0.677
122 17.5 9.5 0.559 0.229 294 249.0 693.0 0.480 0.818
123 31.2 34.6 0.738 0.489 295 327.5 806.9 0.648 0.891
124 314.0 872.8 0.459 0.785 296 243 7.9 1.076 0.192
131 11.7 0.9 0.924 0.051 297 108.9 52.6 0.201 0.186
132 23.6 2.1 0.764 0.048 298 66.4 18.0 0.388 0.108
133 24.2 2.7 0.713 0.058 299 47.6 8.3 0.405 0.065
134 322 5.7 0.720 0.099 300 233 25 0.657 0.047
135 51.5 21.2 0.714 0.214 301 23.8 25 0.697 0.054
136 188.6 2219 0.371 0.457 302 24.6 2.2 0.662 0.045
137 253 4.8 0.801 0.101 303 25.8 2.8 0.664 0.057
138 60.0 30.3 0.472 0.211 304 29.5 34 0.665 0.061
139 19.2 3.6 1.162 0.143 305 30.3 3.0 0.663 0.053
140 27.8 10.5 1.119 0.294 306 35.9 4.0 0.619 0.058
141 50.4 34.7 0.399 0.286 307 401.6 191.6 0.103 0.162
142 381.2 994.9 0.735 1.181 308 66.0 18.9 0.245 0.125
143 41.4 50.1 0.473 0.429 309 51.0 16.0 0.338 0.135
144 207.8 564.2 0.810 1.338 310 140.7 37.5 0.049 0.080
152 124.8 39.6 0.198 0.125 311 164.0 87.1 0.133 0.199
153 80.1 13.5 0.490 0.076 312 103.5 39.3 0.108 0.147
154 60.8 11.9 0.701 0.105 313 242.8 598.9 1.178 1.793
155 68.1 18.0 1.167 0.207 314 168.9 358.0 1.202 1.633
156 3333 511.9 0.695 0.746 316 90.3 248.5 0.328 0.557
157 49.8 15.9 1.358 0.242 317 37.6 30.7 0.476 0.293
158 114.7 74.1 0.516 0.315 318 177.9 82.4 0.088 0.137
159 47.8 13.1 0.429 0.130 319 46.9 11.2 0.958 0.158
160 1368.8 | 3536.6 | 0.706 1.153 320 71.1 213 1.990 0.235
161 32.7 9.4 0.662 0.150 321 139.9 86.9 2.172 0.508
162 391.3 958.8 0.729 1.141 322 73.6 22.5 0.875 0.186
163 82.0 96.5 0.328 0.412 323 30.0 2.9 1.212 0.074
164 213 15.3 1.390 0.511 324 35.7 53 0.829 0.089
165 11.4 43 0.583 0.144 325 32.0 4.8 0.766 0.084
172 55.6 59.5 1.814 1.241 326 35.6 4.1 0.776 0.065
173 19.6 0.8 1.001 0.024 327 254 23 0.758 0.052
174 42.9 4.2 0.732 0.051 328 28.2 2.8 0.970 0.065
175 50.7 7.3 0.706 0.079 329 32.1 53 0.887 0.106
176 51.5 8.3 0.652 0.089 330 38.1 9.1 1.413 0.195
177 305.0 130.7 0.079 0.123 331 394 10.6 0.934 0.180
178 22.1 1.8 1.003 0.058 332 1503.7 | 4093.5 | 0.981 1.649
179 42.4 7.3 0.932 0.111 333 835.0 | 21394 | 0.546 0.895
180 443 8.9 0.415 0.088 334 210.6 520.1 0.691 1.088
181 28.6 2.9 1.192 0.083 338 10.7 3.8 1.245 0.304
182 18.6 1.9 0.982 0.073 339 20.3 3.5 1.088 0.116
183 62.9 334 0.674 0.301 340 27.8 4.0 0.729 0.078
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184 11.2 2.2 0.821 0.120 341 34.7 4.9 0.833 0.079
185 10.8 3.0 0.776 0.136 342 49.0 9.3 0.805 0.094
186 13.6 5.7 0.934 0.247 343 62.7 16.5 0.965 0.167
193 460.9 407.6 0.251 0.336 344 83.0 24.7 0.848 0.177
194 109.4 19.6 0.417 0.079 345 32.7 6.6 0.839 0.112
195 26.7 1.6 0.825 0.034 346 22.9 3.5 0.665 0.080
196 70.5 133 0.828 0.111 347 1450.8 | 3725.2 | 0.701 1.138
197 47.9 7.0 1.091 0.107 348 294 3.0 0.396 0.047
198 63.7 12.6 0.436 0.085 349 181.7 87.1 0.192 0.210
199 26.5 23 1.066 0.057 350 62.0 18.3 0.462 0.143
200 74.8 20.0 0.662 0.142 351 54.8 14.1 0.454 0.123
201 56.5 12.6 0.466 0.105 352 54.5 21.7 0.507 0.194
202 50.7 9.1 1.002 0.123 353 57.5 38.4 0.701 0.328
203 30.9 43 0.766 0.083 354 473.7 1075.0 | 0.268 0.439
204 26.8 3.7 0.889 0.094 359 6.6 1.7 1.227 0.164
205 109.2 43.1 0.101 0.140 360 53.6 34.2 0.620 0.194
206 73.2 51.1 0.669 0.370 361 89.2 40.8 0.325 0.179
207 63.3 514 0.980 0.582 362 38.7 5.9 0.619 0.065
208 27.2 30.2 0.262 0.381 363 25.2 24 1.033 0.065
213 781.2 | 20549 | 0.453 0.760 364 23.6 2.9 0.822 0.065
214 554 7.4 0.589 0.062 365 38.4 12.7 0.778 0.163
215 77.2 11.9 0.484 0.071 366 71.9 96.3 1.351 0.930
216 38.3 32 0.808 0.047 367 15.0 5.0 1.232 0.215
217 38.5 4.0 0.867 0.064 368 320.8 867.0 1.091 1.794
218 59.9 12.3 0.802 0.123 369 32.7 14.1 0.505 0.157
219 33.8 3.9 0.810 0.070 370 75.0 38.0 0.340 0.234
220 43.8 6.8 0.873 0.098 371 149.1 167.6 1.949 1.081
221 42.2 6.3 0.763 0.088 372 107.0 74.0 0.349 0.299
222 43.6 8.3 0.649 0.099 373 31.9 17.4 0.502 0.241
223 51.7 8.9 0.730 0.099 374 12.5 4.1 1.134 0.264
224 24.0 2.2 0.891 0.059 375 78.4 193.4 0.274 0.449
225 22.1 2.1 0.771 0.061 381 9.4 43 0.922 0.120
226 245.2 75.1 0.051 0.082 382 931.2 | 2396.7 | 0.383 0.639
227 39.9 7.9 1.423 0.167 383 18.1 24 0.698 0.062
228 25.6 4.8 0.864 0.102 384 33.9 6.9 0.898 0.112
229 16.0 3.8 0.594 0.074 385 17.1 3.0 0.789 0.092
230 17.8 20.7 1.061 0.574 386 109.0 210.2 1.137 1.334
233 15.3 7.0 0.336 0.201 387 24.9 16.9 1.042 0.355
234 22.7 3.1 1.457 0.129 388 18.5 12.5 1.595 0.388
235 36.6 2.5 0.673 0.034 389 31.6 279 1.109 0.556
236 50.1 4.9 0.635 0.049 390 34.8 26.1 0.370 0.294
237 533 7.0 0.605 0.067 391 127.4 2459 0.372 0.585
238 69.8 11.3 0.441 0.078 403 26.1 214 0.128 0.204
239 51.8 8.5 0.549 0.083 404 41.5 37.1 0.126 0.207
240 38.3 5.6 0.815 0.086 405 39.1 133 0.058 0.096
241 59.5 11.9 0.939 0.130 406 421.3 1131.5 | 0.599 1.003
242 41.9 5.6 0.748 0.076
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- Appendix L. The Horizontal to Vertical Spectral Ratios (HVSR) (grey lines) computed from the western
Greece dataset (Figure 5) of S-wave Fourier Amplitude Spectra, also used at the corresponding GIT
application (ch. 3.3.3) of this study. Their geometric mean and the corresponding standard deviation range
are depicted (black lines).
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;Appendix L. (continue)
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Appendix M. The post-inversion computed (Eq. [7]) non-parametric source spectra (grey lines), for each
earthquake of Appendix B (details into the text), corresponding to their id (YYYYMMDD_hhmmss). With
black -lines the average values and their standard deviation are presented, while with red lines the
corresponding parametric Brune’s (Eq. [7]) source factors computed by the GIT method and the calculated
seismic moment, M,, and corner frequency, f,, are depicted (Appendix B).
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Appendix M. (continued)
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Appendix M. (continued)
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Appendix M. (continued)
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Appendix M. (continued)
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Appendix M. (continued)
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Appendix N. The Q. (f) models (red lines) and their standard deviation range (red dashed lines) computed
from each pair of earthquake-station for all the 24 examined sites and the 89 earthquakes examined (Figure
5) (same as all the Q.(f) of Figure 39). The geometric mean curve (Q(f), black lines) of each station (sub-
plot), based on Figure 39, is also displayed.
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:';Appendix O. The HVSRs (grey lines), computed based on each estimated FAS [STFCSOCmp] (Eq. [32], e.g.
~ Figure 37), at each one of the 24 sites shown in Figure 7 and Appendix C, for the examined 88 earthquakes
(Figure 7 and Appendix B), their geometric mean (black lines) and the corresponding standard deviation

range (in logarithmic scale).
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X Appéiidii O. (continued)
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Appendix P. The corresponding to Figure 43 and Figure 45, SAFs(f), using station “AST1” as reference

(black lines).
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Appendix P. (continued)
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Appendix Q. The corresponding to Figure 43 and Figure 45, SAFs(f) using station “ITC1” as reference

(black lines)
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Appendix Q (continued)
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Appendix R. The corrected for the SAF(f) (Figure 45), FAS[STF>¢], of all the 89 earthquakes (Appendix
B), corresponding to each coda wave record (common horizontal components), selected at each one of the
24 sites (Appendix C), for which the SFC analysis was applied. The FAS[STF5€], are scaled for the

constant factor, VF (Eq. [28]).

'E‘ 10-1 . 10-1 N — — . 10-1 S —— S —— - 10-’ — S ——— -
I [1] (3] [4]
£ 102 , 102 102
z 10
2 107 107
X 107
g 107 107
5 4
1077

N 10
I [6] [8]
£ 102
z
g 10’3
; -4
ﬁ 10
> 1078
w 10 Pe—r—-—— e
T [10] [12]
£ 102
z
2 10°°
E; 10
- 10%
w 10
z [14] [16]
E 102
z
g 10-3
E; 10
- 198 —
N T S
] , §E) [20]
£ 10
= 107
o
= 104
5 407
‘:ui 10 105
> 4o 107
w107 107
< [21] [22] [24]
ZE 107? 102
o 107 T 102
=
ﬁ 10 10
> 1078 1073
w107 107
L [25] [26] [28]
E 40 102
z
g M““’e%\ 10
ng 0 10
- 1078 1073
w10 10
;E_ , [29] 102 [30] [32]
= 10"
z 3
o 107 10
= 10
;1o
§ 10 10°°
10 10°6 108 105

0102 051 2 5 1020 0102 051 2 5 1020 0102 051 2 5 1020 0102 051 2 5 10 20

Frequency [Hz] Frequency [Hz] Frequency [Hz] Frequency [Hz]

200



- Appendix R. (continued).
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Appendix R. (continued).
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Appendix S. The HVSRs (grey lines), computed based on each estimated FAS [STFCSOCmp] (Eq. [32], e.g.
Figure 37), at each one of the 16 sites of Figure 8 and Appendix D), for the examined earthquakes of
Figure 8 and Appendix F and their geometric mean (black lines) and the corresponding standard deviation
range (in logarithmic scale) .
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Appendix S. (continued)
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Appendix T. (left) The SSR results of the Cadarache examined stations (Appendix D), with respect to the
CAO01 21 station that is considered as “reference”. The distance between the target and reference station is
also given. (right) The epicenters of the earthquakes the records of which were used for the SSR
computations. The (0,0) point is the location of the target site, while N-S and E-W represent the North-
South and East-West axes (in scale of km).
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Appendix U. The corresponding figure to Figure 57, for the M,,= 4.85 (earthquake id: 2019111 _105245).
(OM.01, 02 and 03 represent the STFs computed by other methodologies, for the average STF, the minim
duration-maximum peak STF and maximum duration-minimum peak, STF, respectively.
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Appendix V. The corresponding FAS of the STF presented in Appendix U, for the M,,= 4.85 (earthquake
id: 2019111 _105245).
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Appendix. W. The corresponding figure to Figure 57, for the M,,=6.05 (earthquake
id: 20140226 _135543). (OM.Av represents the average STF computed by Sokos et al., (2015).
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Appendix X. The corresponding FAS of the STF presented in Appendix W, for the M,,,= 6.05 (earthquake
id: 20140226 135543).
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Appendix Y. The corresponding figure to Figure 57, for the M,,= 7.0 (earthquake id: 20201030 115125).
(OM.01 and OM.02 represents the STF computed by USGS and by Lentas et al., (2021), respectively
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Appendix Z. The corresponding FAS of the STF presented in Appendix Y, for the M,,= 7.0 (earthquake
id: 20201030 _115125).
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