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Abstract: Twe linear, difference equations ave called 14- samilay if the sevies of gen.val
v i) S(NB(t) - AE)S(-1) ||, where A{E), B(t) ave the mappimgs of the lefi sides of
the corresponding diffevence equations and S(t) a linear homeomovphism, is conver-
gent. 4 lineayr diffevence equation is vestvictively stable 4f both the fundamenial soli-
tion of the equation and its inverse ave bounded. The main vesulf of this paper is
the proposition: «A hnear diffevence equation is vestrictively siable if and only if
the linear mapping of its left side is tey - siwmilar to the identity mappingn.

1. Difference equations are often used tc analyze the so-called samp-
led — data systems, in which the stability problems are considered to
be wmportant [8]. It seems, however, that if we are concerned with the
stability of difference equations, not so many papers have been appea-
red so far. The purpose of this note is to introduce the concept of restri-
etive stability of difference equations and to study the invariance of
this under some types of similarities devised by L. Markus". Related
work for differential equations has been done by G. Askoir, G. San-
sone and K. Conlr 5.

Firstly we introduce some notation. Let T={0,1,2,....,}; Tio = {to,
to+1,..,}, te&1; B a Banach space with norm |-|; L{E) the linear
space of linear continuous mappings of E with norm || || induced by
|-[; Ly (E) the space of linear homeomorphisms of E ; M The identity
mapping of E and finally 0 the zero mapping of E. In the following jux-
taposition of mappings means composition of mappings.

2, Let A: T, » Ly (E) 1t = A(t) be a given mapping and X(t) be the
principal fundamental solution of the difference equation

x(t) = Alt)x(t—1) ,  t€l, (1)
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Definition 1. We say that (1) is restrictively stable if there exist posi-
tive constants M; and M,, such that

” X(t) H < i\{[1 ¥ “ X_l(t') ” < M2 H tel .

Definition 2. Let A: I, » L(E) and C a constant mapping. We say that
A 1s redueible to the constant mapping C (resp. C is reducible to A)
if there exasts a mapping 3: I'— Ly (E} such that

C = S=1(L)A{L)S(t — 1) [resp. A(t) =S )CS(t— 1)],  tcl,.
In that case the substitution

x(t) =S(t)y(t) (2) , [resp. y(t) = S{t)x(t)] (2)
transforms (1) to

y(t) = Cy(t — 1), (3)

Iresp. the substitution (27) transforms (3} Lo (1)]. If C=M, we say
that A is reducible to the identity.

Example 1. [6]. Let N be a constant positive integer and consider the
periodic difference equation

x(t) = A(t)x(t — 1); [A(t-+-N) = Alt)},  tely (4)

where x& Ko . Then, it is well known that every principal solution X(t)
of (4) has the form

X(t) = P()QUN ; [PU-+N)=P(ty] , tcl

where P(t) 38 a nonsingular matrix and (¢ a nonsingular constant ma-
trix, The substitution

x(t) = P(t)y(t)
transforms (4} to

y(t) = QU yt—1) .

Therefore a periodic matrix is always reducible to a constant ma-
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trix. As for the case of differential equations [[3] p. 201] the above
resull can be generalized to an infinite dimensional Banach space.

Example 2. Let the difference equation

o1 '
x(t) = Altx(t—-1) = (14+2-1) (1 O) x{t—1), tely, ()

Then, A{t) is reducible to the identily. In fact, the substitution

4 0 1 1
= — 2_3
x(t) = S(1)y(®) L'l (1 + >](1 0) ¥(8)

transforms (5) to

yit) = y(t—1)
and obvipusly, 5: 1 - Ly (R®).

Definition 3. Two mappings A : L— I(E)} , B: I > L(E) are called
t — similar if there exists a mappmg S : I; - Ly (E) such that

B(t) = S—IEIAMBIS(L 1) or  A{) = STEIBH)S(E —1).

This alsc means that, by the substitution (2), equation (1) 1s trans-
formed to

yit) = Byt —1) (6)

{resp. by the substitution {2'), equation {6} 18 transformed to (1}).
The t - similarity is an equivalence relation and it coincides with
reducibility, if B{t) = C.

Defenition 4. Two mappings A : [, - L(E), B : I, - L(E) are called
l, — similar if there exist a mapping $5:1- Ly (E) and a mapping
F [ - L(E) satisfying

; 1F(s) | <o, (7)
sueh that
S(B(L) — A(L)S(t — 1) = F(t). (8)
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The t,, — similarify is an equivalence relation and if F(t) =0,

t,, — similarity becomes t — similarity. Moreover, if 5(t) = M, condition
(7) 18 equivalent to the convergence of the series

Theorem I. The dilference equation (1) iz restrictively stable if and
only if, A: L, — Ly (E) is reducible to the identity.

Proof. Let A{t) be reducible to the identity. According to Definition
2, i 5(t) is the mapping in (2) and X(t) the principal funtamental solu-
tion of {1)

I X <ESOCH=M , [XOI<ISO)C| =M, tel
Conwversely, if (1) is restrictive stable, then, because

X(t) - AR)X(t —1) =0,

(®) is satisfied with S(t) = X(t), B(t) = M, F(t) =0, for all t ¢ L So
A(t} is reducible to the identity.

Remark 1. From Theorem 1, it follows that the class of reducible to
the identity mapings coincides with the class of mappings which cor-
respond 1o linear restrictively stable differential equations.
Remark 2. Consider the difference equation

z(t) = [A-NE)]* =H{t—1), (9
where z€ E, I a Hilbert space, [A-'(t)]* is the adjoint operator of
A-tt) [[3] p. 31]. Equation (9)is the so - called adjoint equation of
(1). The principal fundamental solution Z{t} of (9) equals to [X-1(1)]*.
Hence, [[8] p. 214].

WZ@ = TX= O] A= NX= (@) -

Therefeore, according to Definition 4, restrictive stability of (1) is equi-

valent to the stability of equation (1) and its adjoint equation (9) [3].
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By virtue of Theorem 1, if {1) and its adjoint equation are both stable,
A(t) is reducible to the identity.

Theorem 2. The difference equation (6) is restriclively stable if and only
if M and B : I - Ly, (E) are 1, — similar.

Procf. Let M and B(t) are i, — similar. Then (8) holds with A(t) =
M. Consider the operator equation

t
S(t) = [S{ta) Y(to} + > Fs)Y(s—1)IY'{t), teL, , (10)

tail

where Y(t) is the principal fundamental solution of (6). Observe that
5(t) given by (10) 1s a solutlon of

S)B(L) — St — 1) =Ft) ,  tel, (1)

From (10), we have

Y)Y~ (o) == S72(4)[S(te) + z F(s)Y{(s—1) Y-(to)],
g=lty+1
and therefore

i

1YWY ) | Sat > ool Fs) [ I Y(s-1)Y-(to) | <

s=1ty+1
-1
<ot > el FeD I Y Y2 (t) || -
=1,

Applying Gronwall’s inequality [2], for all t&ly,

61 o
| Y(6)Y =2(to) || < crexp z ca |l F{s+1) || < eiexp z el E(s) | -

s=ty s5=1

That is || Y(t)Y ~(to) || s bounded for all 1&1y, .

Moreover, in order to prove that || Y{t)Y~*(to) || is bounded for
=0, 1,.., to, we have to consider the backward solution of the ope-
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rator equation

which is given by
Yt} =Bt 4+ 1) B-1{t)..B~* (0)MY (to).

Using (10) and getting the backward solution of (11), we have

S(t) = [S({to) Y{to) — ZF (s—1)TY —1(t),

s=t+1

or

t—1

Y)Y 2 (te) = S=2(t)[S{ta) — > Fls+1)Y {5) Y=(ta}] .
s=t

From this we get

to—1

IY WY1t [| < op+ D eo |l B0 I Y() Y2 (to} ||

5=1{
and by Gronwall’s inequality, again

t,—1

HY (LYY =2{to) || € ciexp z o || Fls+1) || < ciexp 'Z e || Fis)| .

a=1

Conversely, it (6) 1s restrictively stable, then, because
Yty —B(it)Y(t—1) =0,

(8) is satistied with A(t) =M, S{1) = Y(L) and F(t) =0 and therefore
M and B(t) are t, — similar.

Theorem 1 shows that if (1) is restrictively stable, then every t.
similar mapping B:1- Ly (E) of A:I- Ly (E) corresponds to an e-
quation of the form (6) which is restrictively sfable. This means that
vestrictive stability is an invariance property under t, — similarity.

The following corollaries are concequences of Theorem 2.
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Corollary 1. Il (1) is restrictively stable and
2 || Bs) — Als) i ,

15 a convergent series, then (6) is restrictively stable.
From Theorem 2 and Corollary 1 we have the following corollary.

Corollary 2. The dillerence equation (1) is restrictively stable if and
only if the sertes

‘ZiHA(s)—MH,

is convergent.

According to Remark 2, a necessary condition for the restricti-
ve stability for an autonomous difference equation is given by the fol-
lowing theorem.

Theorem 3. A necessary condition for the restrictive stabilily of the
difference equation

y(ty=Cytt—1) , tel,

where yCE, Cs= 0 a constant mapping of E, is thal the spectrum
of C lies on the unit circle.

The condition of Theorem 1 is also sufficient if E = R» and all
elementary divisors of the matrix C are linear.
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=Pnpraki gurhoyn

4 ?lﬂAloBr’]Kn
MOEQSPAZ T(

‘T}'.lﬁpa rewhoy
’ A.lN.e

ITEPIARYTE

INEPIOPIZTIKIH EYXTAGEIA TQN AIAGOPON EZIZQXEQN

“Yadb

IQANNOT XP. ZXOINA

{" Ertpedeprot to0 Molypotxet Zaovdaotnoelov th; .M. yoiiji)

Zuomos THe mapoliong Epyaciag siver vi elodym THy Ewyoisy TH mepLo-
piomxiic ehorabelng sl oo youpuuds Swpopdv tlicmoeg xal v delln bm
alivn péver dvakroiwrog §U° dpiopivey TineV pITaGYMUATIOPGY SpotdTrTos.
Mis vooppixh Sixgopdv Shlcwaig lvon meplopiatindse ehataling ddv 4 im-
Movga abtihe xal 7 avriotpogde Tne sivae dpodtegn, meprTwpdvan. Ado ypau-
pixal Stagopiv ooy elvar 1, — Spotar 2av 7 oetps 9 Eyouca yevindy
Baov [[S(UB(LY — A{)S(t-1)|| , 290« A(t), B(f) «f dmwexoviczig dvrioroi-
YO Thy dploTepiv wehdy Ty Eismazay xal S(t) & wpowvapzplzls petacym-
pasioLo, elvar ouyriivousa. TAmodenevbetal 61 «Mia ypoppted) Stapopiiv
Eflowolg lvol meplopioTixids ebaralig tav xal wévoy ddv ) ypapind drsid-
waig Tob doratepol e péhoug elvon te ~—Ouola TV TautomlkTe dmeuwovi-
szaicy. “Ex tHe mpotdosmg tadtng Emovior pepixd mopicuate T Gmole S0-
vevron Vo BewpnBolv G wptThpua ik Thv meplopto Ty edatalziay Thv yeau-
utxdy Srapopliv éftedozwy.
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