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Abstract: J. flale in his book [2, p. 1532] proves that suffictent conditions, in order
in w-periodic linear system of differential equalions z= Aft)x to be reciproca,
arve (a) DAY+ AT() D=0 or (b)) DA(t)+ A{-t) D= 0, where D s ¢ constant
wonsingular motriz. The purpose of 1his paper is firstly to derive from {a) stabi-
Hty propertics of the system and to provide a way of determination of the matriz
1) and sccondly to generalize conditions (a) and (b} in such a way to inclnde all
reviproeal sysiem and fo derive again siabilily properiies of the system. Al the
cid @ cornection of the results with the clessification problem of differential equa-
fions is atfempled.

1. Introduction. A lot of phenomena in physics are governed by reci-
procal linear o - periodic differential equalions of the form

x = A(t)x, (1)

where x€ R», Re the n - dimensional Euclhidean space, A(t) a real nxn
o ~ periodic matrix of period « >0 with conlinuous elements. Although
we are concerned only with R® here, ovr resulls are true with only minor
changes when R® is replaced by an arbitrary Banach space. 1f X(t)
is the principal fundamental matrix of (1), then according to the theory
of Floquet

X(t) = P(t)exp (Bt), (2)

where P(L) 18 an nxXn o - periodic matrix and B a nxn constant matrix.
The characteristic roots of X {w) are called characterisiic multipliers
of (1). The equation (1) is said to be reciprocal if » a characleristic mul-
tiplier of (1) implies p—* is also a characteristic muitiplier of (1),
Next. proposition [2, p. 132] is only a sufficient condifion for the
reciprocality of the equation (1). Let AT denote the transpose of any
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matrix A, I the identity matrix and 0 the zero matrix.

Proposttion 1. Tf there exists a nonsingular nxn matrix D such that
1) DA(t) + AT(t)D =0 or (ii) DA(t) + A{-t}D =0,

then equation (1) is reciprocal. Moreover, the principal fundamental
matrix X{t) of (1) satisfies

() XT)DX(t) =D  or  ({i)X-!(-t)DX(t) = D.

2. D a constant matrix, In this paragraph we obtain stability proper-
ties of (1) coming from (i') of Proposition 1, and we give an equivalent
proposition of (1).

In the following, stability of (1) is meant Liapunov stability o-
ver the whole 1nterval (—oe, e}, which is equivalent to the boundedness
of all solutions o (1} in {(—os, ). At first we distinguish the following
cases for the matrix D:

a) Suppose that D =1. Then, from (i")
XT () X (8) =L
Hence, the ranges of the solutions are on spherical surfaces for ali

t€ {—e, ) and therefore (1) is stable.

b) Suppose that D =diag (d;, ds,..., do), dis= 0, 1==1, 2,...,, n. Then,
i X(t) = (x4(t)), we get, from (1),

i
> dixgy (t) = d i=1,2,.., n
i=1

This means that, if all 45 j =1, 2,..., n are of the same sign, equation (1)
is slable, otherwise unstable.

c¢) Suppose that D 4- DT = A is a nonsingular matrix. Then a similar
relation of (i) holds with A = (8} instead of D, which is now a sym-
metric matrix. Therefore, if we compare the diagonal elements of (i)
we take

o (t) Agi (t) = 3u, (3)

where @i(t) = (xu(t), xau(t),..., xu(thT, i=1, 3, ..., n, the n columns
of X(t). By the same argument as before, if the quadradic form (3),
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which is obviously a first intergal of (1), 18 delinite, then (1) is stable,
otherwise unstable.
d) The restriction of A being a nonsingular matrix in case (¢) is not
necegsary. In fact, the guadradic form (3) will be definite, indefinite
or semidefinite in general. T it 1s definite, we have stability hecause
the ranges of the solutions of (1) are in hyperellipsoidal surfaces, other-
wise we have instabilily.

Lel now the nxn matrices A = (a;(t)) and D = (dy) and the
n*xn? block matrices By, B,, where

By(t) = (aw(t))T + diag (A*(t),..., AT(1)),
By(t) = (an(-t)[)T + diag (AT(t),..., AT()).
Consider the homogeneous systems

Bi(t)x =0 (4a)
or
By(t)x = 0. (4b)

Proposition 2. Proposition 1 is equivalent Lo: (a) The rank of B, or By
i8 less than 2. (b) (4a) or {(4b) have independent of t nontrivial solutions
and (¢) The matrix D, which is composed from the previous n® - dimen-
sional vector solution of (4a) or (4b) if the [irsl n coordinates of it con-
stitute the first row, the n next the second row and so on, is nonsin-
gular.
Preof. To prove that (a), (b}, (o) imply Proposition 1 we argue az [ol-
lows. If (a) and (b) are fulfiled then (4a) or (4b) has a nonirivial constant
solution. If we construet from that solution the nxn matrix D it will
be nonsingular, according to (¢). Rewriting the [irst members of (4a)
or {(4h) properly we find (i) or (11) of Proposition 1. Conversely, sup-
pose that Propesition 1 is true. Then, if all the elements of matrix D
are numbered in the order of the rows of the matrix, the resulting n* -
dimensional vector satisfies (4a) or (4h). But D is a nonsingular constant
matrix, so {(4a) or (4bh) has a nontrivial solulion. Therefore, (a), (b)
and (c) are satisfied and the proof 1s complete.

The follewing examples are applications ol the Proposition 2.
Example I. Let A(t) in equation (1) is a 2X2 o - periodic matrix. At
firgt, in order (a) is valid, detB,(t) = 0, which implies

[o2(t) + aa(6)]® [otralbhotaa{ b)-oral{toray (t}] = 0.
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Suppose that ay(t) = au(l). Solving the corresponding system (4a),
we find

o () g ALt
oo Pam o ()
* o2

where &, p arbitrary constants. Therefore, condition (b} is satisfied if
way(t) T osa{t) = p, wuil} @ (t) =v are independent of t and condition
(¢) if det |D] == 0. Hence, we find the reciprocal system

(a) % = alt) [V 1\)} X.

In particular, if A is a 2x2 constant matrix, then we find that (1} is
reciprocal if it has the special form

(a.ﬁ) P [an A1 .

Az —n

Example 2. Conzider now a 2x2 matrix A(t) and suppose that
det By (t) = 0. Then alter some algebraic calculations we find

det Bz(t) - [Ot11(t)+0511('t)] [%1('”‘*’%3(”] [all(t)+azz("L][azs(t)+0‘~22('b)]+
+[alz(t)“m(t)‘d1a(‘t)aal(‘t)]z‘ﬂim(t)“n(t‘) [[all(“t)+all(t)] [au('t)‘ﬁ““gz(t)] +
+[“11(17)+“22('t):| [%2(”4‘“33('”]] ‘Oﬁm(‘t)am('t') [[all(t)+a11('t)] [2a(1) +
+ etaa (-] 4 [0y (1) -+ otaa(t)] [%z(t)+0€za('t))]-
We  distringuish two cases: 2,). Case ap(t) =a,.(-t)=0 and
an(t)+a, (1) = 0. Then, Irom condition (a) investigating the correspon-
ding hornogenous system we get that conditions (b) and {(¢) are sa-
tisfied, if
oty = on(-t), n(-t) + ap(f) == 0, @pl(l) 4 an(-t) = 0.

Hence, we find the reciprocal system
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. ) 0
b Ao | ] A () = -A(-t
(b) = Altx [ AN EFCRES
and
D :[d“ O] , Ay, das 5 O,
0 da

IT furthermore oy {-t) + agw(t) =0, Lhen o (l) = wwil) and concequen-
tly

(b') = [““(t) O} x: D= [d“ d“] det Do 0,
] au(t} -dm . d22

25) Case oys(t) = g (-t) = 0 and opn(-1)oe(t) = 0. Then, if o (t)5<0, con-
ditions (a), (b) and (¢) are satisfied if o {1V +on{-t) = ke (t), A a con-
stant and (b)) = ay{-t), when

(c) - [“““) U

C‘Cn(t) 'Cin('t)J 1 1

D_['i 7\}, A= -1

All above systems (a), (a), (b), (b} and (¢) are explicitly solvable and
we find directly Lhal in each of them X(w) has reciprocal roots. In par-
ticular the last one is reciprocal because oy (t)-u(-t) is an odd function
of t.

Remark 1. From the Examples 1 and 2 we show that (a) - {¢) are re-
ciprocals systemns, nevertheless there exists the system

. [o{n(t) am(t)} <
T vantt)  vaw(t)

which you can prove that it is reciprocal, if J;’ [orpfu) - vege{u)ldu=0,
but which is not coming from conditions (i) and (ii) of Proposition 1.

3. D a matrix funetion of £. From Proposition 2 and even [rom above
examples we show that the elements of the matrix A(t) must be conne-
cted with very restrictive conditions [or being reciprocal the correspon-
ding system. Concequently Proposition 1 includes very few elements
of the reciprocals systems. Therelore, the necessity of generalizing Pro-
position 1 is obvious and that is what we are going Lo do in the following
proposition.
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Proposition 3. The linear periodic system (1) is reciprocal if and only
it

() Dt} - A{t)D{) - DE)AT (1) = 0 or (I1) D(L)-A{t)D)-DE)A(-t) =0,
has an - periodic golution D(t} such that D{o) is nonsingular.

Proof. The condition ig sufficient. Consider the representation of the
principal fundamental matrix in the form of Floquet (2) and C a nou-
singular nxn matrix. Then

D{t) = X(t) CXT(1) (5a)
or
D(t} = X{1) CX~* (-t), (5b)

are solutions of (I} and (1) correspondingly. In lact,
D(t) = X(t) CXT(t) 4 X(t) CXT (t) =
= A{t)X(L)CXT(1) + X(H)CXT()AT(L) =
— A{t) D(t) + D{t) AZ(t)
and, by virtue of the identity for the fundamental matrix of (1) [1,p.
37] (XY = —X-1 XX-1,

i ; d o, ,du
D{t) == X(t)CX-1 (—1) + X(t) CEXf (u) T

= A(6)X{t) CX{—t) + X(t) C[—XMu)X(u) X~ {u) [(—1)=
= A)X()CX~1t) + X()CX— (A () X (u) X~1(u)=
= A(L)D(t) + D(LA(—~t)

Setting t = 0, we find C = D{o) and taking into consideration (2),
D(w) = eBoD(o)e B e — Do) (6a)

or
D(w) = eBoD{o)eBe = D(o0), {6b)

Hence, X{w) iz similar to X~1(w) in both cases.

WYnoeiakn BiBAI0BAKN Oed@pacTog - TuAua MNewAoyiag. A.lNM.O.



79

Conversely if (1) is reciprocal then X(w) is similar to X—*(w). The-
refore there exists a constant nonsingular matrix D, such that (6a)
or (6h) are satisfied with D, instead of D{o). But

D(t) = X{t)D,XT{t) or D{t) = X(t) D X1(-1)
18 an o - periodic solution of (I) or (IT) such that D(o) is nonsingular

In fact,

D(b4 @) = Pt - o)eBlt+oID,eB” (o) PL(t | )=P(t)eBDoeB  PI(t)=D(t),
or
D{t+)=P(t-+e)eBl+e) D eBl+e)P-1(-t ) = P(t)eB DyeBtP-1(-t)==D{t).

Moreover, D{o) = [}, is nonsingular in both cases.

Remark 1. From (5a) we find that the symmetric matrix A(t) = D(t)
+-DT(t) 15 also a solution of (I). Therefore we have the following qua-
dradic form

Sii(t) = (Xil,,..,xm) A(O) (Xil,.A.A,Xin)T.
Concequently, if A(o) 18 a definile matrix, (1) is stable over (-e, ) be-

cause all the coordinates of any solution are bounded. Otherwise (1)
is unstable.

Remark 2. Tt is obvious now that Proposition 1 in {2, p. 132] is a spe-
cial case of our Proposition 3, corresponding to an independent of t
nonsingular solution of (I) or (II) and in that case (i) or (ii) of Propo-
sition 1 holds with D-! instead of D.

Remark 3. Conditions (I) and {IT) of Proposition 3 can be replaced by
(I') D(&)+ DA +AT () D(t) = 0 or (TT') D(t)+D(t)A(t)+A(-)D(£)=0

and now conditions (1} and (1i) of Proposition 1 correspond to any non-
singular constant solution of (I") or (IT"). Note that the solutions of
(I') and (II') for any nonsingular matrix G, are given by

D{t) = [X(t)CXTE)]-* or D(t) = [X(E)CX-1(-t)]-.
Actually,
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D(t) = —[X(t) CXT(t)] = [X(b) CXT(6)+X (1) CX2(1)] [X(CKIL] - =
— —[X(t) CXP() JA ()X (1) CXP (1) [XI(6)]-1 G X3 (t) —
[ XT (0= C XM )X (1) CXT (AT ()X (1) CXT (1)) =
= —D)A(H)—ATE)D(L)
and similary

. . d oy du
D{L)= — [X)CX-1(-t)]-* | X(L)CX~2 )+ X(0)C g X Wy

[X () CX ()] = — [ X(1) CX~1 ()] A (LYK (t) CX -1 ()X () G- X-1(L) —
CX (1) G X ()X (1) CX -1 () X ()X () [X (L) CX - (-4) ] =
= —D(B)A(L) — A{L)D(L).

Finally we point out the connection ef cur study with the known
classification problem of differenlial equations. The « - periodic linear
differential systems

¥ = A(t)x (7a)
v = B{t)y (7h)

are called w - equivalent, if there exists an e-periodic nensingular con
tinuously differentiable matrix S(t) such that the subslitution

x(t) = S(t)y(t) ()

transforms (7a) Lo (7b}.
It is well known [2], that (7a) and (7b) are w - equivalent if and
only if
S(t) — A(B)(S(t) + S(HB() = 0
has an o - periodic solution. Therefore comparing it with (1) or (1)
of Proposition 3, we find that (1) is reciprocal if and only if (1) is © - e-

quivalent to its adjoint equation y = -AT(t)y or if and only if (1} is
w - equivalent to y = -A{-t)y.
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Next Proposition can be taken as an equivalent definition of w-
equivalent equations.

Proposition 4. (7a) and {7b) are « - equivalent if and only if they have
the same characteristic multipliers with the same nullify.

Proof. Let X(t) be the principal fundamental matrix of (7a). Then from
(8), the principal fundamental matrix of {7b) is Y(t) = S-(t)X(t)S({0)
which, lor t = o, implies Y(w) = 5-2{w)X{w)S(0)=5-" (0)X(w)5(0). This
means that Y(w) is similar to X(w). The converse is obvious.

On the other hand il P(t) and B are the matrices in the formula
of Flogquet (2), the substitution x(t) = P{t)y(t) transforms (1) to y =
By. Therelore to find the w - equivalence classes of w - periodic equa-
tions we start with the canonical forms of Jordan and we apply the
transformation (8). Finally to find the « - equivalence classes of re-
ciprocal systems we start with matrices in the form of Jordan with op-
posite characteristic roots and we apply (8).
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NEPIARYIE

ZYNOHKAT INA EN o - [IEPIOAIKON ZYETHMA TPAMMIKQON
AIODOPIKQN EEIZQXEQN EINAI ANTIZTPODON

Trh
TEQPT. TEOPTANOITOTAQGY KAT IQAN. ZXOINA

{ MaOnuarizey Tufjpe *Agiorotedsion Iavemornuiov Gegoatovio)

“"Ev olomue @ - meplodumdv  yparppindy  Siegopidy  Eiadozomv
X =A{t)x elvar dvriotpopoy 2dv ol yapuxTnploTinel Tou TOAAKTAXCLAGTAL
elver dvtiotpopol. Elver yvoarov [2, p. 132] 6 ixeved ouvBfuer mpde wobto
1

(2)  DA(t) LAT(t)D = 3 b)  DA(L)+A(-t) D=0

Eig vy mapoloav dpyaaiav, tov) Alfopsv tpomov sipéoews tob wivaxsg D
(8w obrog Smapyy) Hate va loxdouy ol suvlixan () el (b) wal Pace: adrob
naraonsudlopey mopadslypota dvrioTpbeey guoTnudTov. TEml whiov, k-
yopev suumepdopate 0 meds Ty edotdbsiey Tl guothuator S THg peAd-
™g T owdpune (a). 2ov) Devikedopey tag ouvlnog {a) xal (b) »al pdhuara
HaTE TeoTov OoTe bt wo elvat beeverl wal Gvaryneio Gg 57c: “Tva 76 dve
Tépw GUoTRa sivel dvtiotpopoy meémel wal dpxel va Omdpyy ph ulov o -
reprodints wiveh, D{t) Tolofreg dHore:

(@) D(t)~A)D)-DRIAT(E) =0 % (b') D((t)-At)D{L)-D{t}A(-t) = 0.

‘Ouotws, 8o whe perde wg owlfpne (&) Edyopey cupmepdopate 6§ maog
v ebordBeiey ol cueThpatog. Jov) Tehuxdg, EmiTuyydvopey wioy Talwdpn-
s Thv 0 - Teplodkdy cvoTuaTwy ol eldde Thv o - Teptodudy dvti-
STPOPLYV TUOTTUATLY.
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